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ABSTRACT: Cell cycle progression plays a vital role in regulating proliferation,
metabolism, and apoptosis. Three-dimensional (3D) cell cultures have emerged as
an important class of in vitro disease models, and incorporating the variation
occurring from cell cycle progression in these systems is critical. Here, we report
the use of Fourier transform infrared (FT-IR) spectroscopic imaging to identify
subtle biochemical changes within cells, indicative of the G1/S and G2/M phases
of the cell cycle. Following previous studies, we first synchronized samples from
two-dimensional (2D) cell cultures, confirmed their states by flow cytometry and
DNA quantification, and recorded spectra. We determined two critical
wavenumbers (1059 and 1219 cm−1) as spectral indicators of the cell cycle for a set of isogenic breast cancer cell lines
(MCF10AT series). These two simple spectral markers were then applied to distinguish cell cycle stages in a 3D cell culture model
using four cell lines that represent the main stages of cancer progression from normal cells to metastatic disease. Temporal
dependence of spectral biomarkers during acini maturation validated the hypothesis that the cells are more proliferative in the early
stages of acini development; later stages of the culture showed stability in the overall composition but unique spatial differences in
cells in the two phases. Altogether, this study presents a computational and quantitative approach for cell phase analysis in tissue-like
3D structures without any biomarker staining and provides a means to characterize the impact of the cell cycle on 3D biological
systems and disease diagnostic studies using IR imaging.

■ INTRODUCTION
Cell cycle progression can influence biochemical measure-
ments from biological systems. Infrared (IR) spectroscopy and
imaging1,2 provide a label-free measurement of cellular
biochemistry that dispenses with the need for dyes and stains
to enable new insights,3,4 help in diagnostic processes,5 and
evaluate the influence of the cellular microenvironment.6

Spectral data can be routinely recorded at the single-cell level7

in both culture and complex systems wherein heterogeneity is
commonly considered to arise from distinctive biological
signatures of cell type or diseased state.8 Yet, a large spectral
variance has also been reported between individual cells
cultured under uniform conditions.9−13 Since cellular pro-
liferation is an active process, chemical components such as
proteins and DNA evolve along with morphological changes
throughout the cell cycle14 and likely affect spectral data.
Subtyping an ensemble of cells into relatively homogeneous
subgroups based on the cell cycle (namely, G1, S, G2, and M
phases) can help understand variance associated with cell cycle
progression and facilitate analyses that consider it in studying
cellular metabolism, biological response, and disease pro-
gression by IR spectroscopy.
Two-dimensional (2D) cell cultures are most commonly

used for studies; however, 3D cultures have been shown to
capture biological phenomena that better mimic in vivo
behavior,15,16 for example, as shown by organoid models.17

Exposure to nutrients, mechanical and molecular impacts of

cell−cell contacts, and the physiochemical microenvironment
influence the cell cycle stage and differentiation. These features
are distinctly different in 3D cultures and have shown to be
more realistic and compelling models for studying cell
development and cellular interaction with drugs. Several of
these studies have used the MCF10A cell line, which is a
nontumorigenic human breast epithelial cell line. The cell line
also displays differences in morphological features between 2D
and 3D cultures, forming a spherical and polarized arrange-
ment in 3D that resembles human mammary ductal
architectures while resulting in a planar cuboidal geometry in
2D culture.18−20 To study cell cycle-associated heterogeneity
in 3D cultures, organoids are typically required to be
dissociated into homogenous cell suspensions and labeled
with cell cycle-specific fluorescent probes.21 For instance,
fluorescence-activated cell sorting (FACS) can be used to
capture temporal snapshots of cellular status, but spatial
information is lost.22,23 Tandem methods such as flow
cytometry with fluorescence imaging24,25 permit real-time
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observation of cell phases with the use of machine learning-
based classification.26 While these approaches have enabled
new platforms for accurate label-free cell phase identification,
examining both cell status and biochemical content from a
spectroscopic perspective combined with multivariate analysis
has also been an extensive topic.9,10,27−32

IR spectroscopy detects characteristic vibrational modes of
indigenous molecules and provides a ready means to monitor
cell physiology without the need for stains or dyes. Prior works
have recorded high-quality spectroscopic data,33−35 high-
resolution profiling,36,37 and subcellular measurements of
single cells to quantify composition in the major classes of
biological molecules,38 even in live cells.39 However,
applications specific to cell cycle analysis have received less
attention, and a vast majority of studies reported thus far have
focused on 2D cultures. Only a few studies have investigated
3D cultures.40−43 We sought to investigate IR spectra from 3D
culture models to understand their compositions in terms of
the cell cycle and estimate the impact of the cell cycle on
heterogeneity. Our approach is to use 2D synchronized
cultures, confirmed by cell sorting techniques, to record
characteristic spectra during the cell cycle using Fourier
transform infrared (FT-IR) spectroscopic imaging. Using these
data, we then apply FT-IR imaging to understand hetero-
geneity in acini of MCF10AT series in 3D cell cultures. While
IR spectroscopy has been used to study 2D cell cultures, the
methods to be developed for observations within the innate
microenvironment can be valuable as 3D cultures are rapidly
gaining popularity for biomedical analyses. The cell cycle is an
important parameter in the response of these cultures to drugs,
for example; hence, quantitatively understanding the effects of
cell proliferation and division via IR spectra in MCF10A acini
can be fruitful.

■ MATERIALS AND METHODS
Cell Culture. The MCF10AT system, which is composed

of four isogenic cell lines, was selected to represent the
evolution of progressive breast cancer.44 MCF10A and
MCF10AT1k.cl2 (M2) cells were maintained in 75 cm2 flasks
in DMEM/F12 medium (Gibco #11320033) supplemented
with 5% horse serum (Gibco #16050114), 20 ng/mL
epidermal growth factor (Sigma 5036), 0.5 mg/mL hydro-
cortisone (Sigma H0888), 100 ng/mL cholera toxin (Sigma
C8052), 10 μg/mL insulin (Sigma I1882), and 1% penicillin−
streptomycin (Fisher I7602E). MCF10CA1h (M3) and
MCF10CA1a.cl1 (M4) cells were maintained in DMEM/F12
medium supplemented with 5% horse serum and 1%
penicillin−streptomycin. The cells were cultured in a 5%

CO2 incubator at 37 °C and passaged at 70% confluency. The
passage number was subjected to less than eight in the
experiments to avoid any genetic drift.
Sample Preparation. The pipeline for experiments and

spectral analyses reported here is illustrated in Figure 1. A 2D
cell culture of the MCF10AT cell series was directly seeded on
UV-sterilized MirrIR low-e reflective microscope slides (Kevley
Technologies) at a density of 5 × 105 cells/mL. The cell
seeding density was carefully controlled such that the cells
were deposited as a monolayer to prevent cell aggregates. Cell
aggregates are not desirable since they result in the distortion
of IR microscopy spectra due to multiple scattering and other
effects.11,45 Cells were cultured for 24 h until they attached
onto the substrate. Finally, these asynchronous cells were
either fixed as a control group or further synchronized to G1/S
or G2/M phases. The details of cell cycle synchronization are
described in the Supporting Information.
All four cell lines were cultured using a 3D protocol.46 Cells

were suspended evenly in growth factor-reduced Matrigel
(Corning #356231) at a density of 2.5 × 104 cells/mL. Cell-
embedded Matrigel was deposited onto a 12-well cell culture
plate, and it underwent gelation under 37 °C. Each pellet was
then detached from the bottom to prevent any external
mechanical stiffness from the well. The culture duration was 15
days, and the medium was replaced every 2−3 days. The
diameter of the acini was measured by Fiji47 from the images
taken across different wells. Cell-embedded Matrigel pellets
were washed with phosphate-buffered saline (PBS) and flash-
frozen in optimal cutting temperature (OCT) compound at
days 5, 10, and 15. The frozen blocks were cryosectioned
(Leica CM3050S) at 5 μm thickness and collected on either
low-e slides for FT-IR imaging or glass slides for hematoxylin
and eosin (H&E) and immunofluorescence staining. All the
samples were fixed with 4% paraformaldehyde (PFA) over-
night at 4 °C and quenched with 0.15 M cold glycine solution
for 1 h. Each step was followed by three PBS washes to remove
the residual OCT and Matrigel, which turned into liquid state
at 4 °C. Therefore, the potential interfering effect of OCT and
Matrigel during the IR measurement is not considered in the
study. Samples on low-e slides were additionally rinsed by
diH2O to remove residual PBS from their surface and dried by
nitrogen purging overnight prior to FT-IR imaging.
FT-IR Spectroscopic Imaging. Samples on low-e slides,

which are stored in a nitrogen-purged environment, were
imaged using a 680 FT-IR spectrometer coupled to a 620-IR
imaging microscope (Agilent Technologies). The system is
equipped with a high-throughput 15× Vis/IR objective and a
liquid nitrogen-cooled 128 × 128-pixel focal plane array (FPA)

Figure 1. Experimental workflow, including synchronized 2D and 3D MCF10A cell cultures, sample preparation, and FT-IR spectral imaging. The
subsequent data analyses are also shown in the flow chart.
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mercury−cadmium−telluride (MCT) detector with a 5.5 × 5.5
μm2 pixel size. The measurement was acquired in “high
magnification,” which increased the effective pixel size to 1.1 ×
1.1 μm2.48,49 For each mosaic image, 6 × 6 tiles were captured
in an epi-illumination configuration with 256 coadditions at an
undersampling ratio of 4 and truncated to 800−3900 cm−1 at 4
cm−1 spectral resolution. The data were corrected against the
background, an empty area on the same slide whose single
beam data were acquired using 512 coadditions.
IR Data Analysis. Datasets spanning the fingerprint region,

1000−1800 cm−1, were processed using minimum noise
fraction (MNF) built-in Environment for Visualizing Images
Interactive Data Language (ENVI-IDL). Next, Otsu thresh-
olding segmentation was applied to the absorbance images at
Amide I (1650 cm−1) to define the region of interest (ROI).
Pixel-wise spectra were extracted from the corresponding pixels
in the foreground expression50 and were refined by means of
baseline correction, followed by Savitzky−Golay smoothing,
density-based clustering (dbscan), and normalization to the
maximum value at the Amide I peak in MATLAB R2020a.
The relation between the spectral absorbance and the cell

phase is complex. Partial least-squares (PLS) regression, a
multivariate data analysis method, was utilized to identify
bands that show the most significant contrast in distinguishing
between G1/S and G2/M phases. Specifically, PLS overcomes

the collinearity problem of ordinary least-squares regression by
analyzing and extracting principal components and quantifying
the relation using regression scores. Hence, the PLS method is
ideal for our problem of modeling the cell phases with multiple
dependent variables (wavenumber).51

Next, ANOVA was performed on the selected bands, and
the statistical significance between various groups was
evaluated. Two wavenumbers that showed the lowest p-value
were identified as representatives to quantitatively map the
relative amount of DNA change between the cell phases. Based
on the identified wavenumbers, K-means clustering, an
unsupervised pixel-wise classification method, was used to
minimize the within-cluster variances. The data points from
the sectioned 3D samples were partitioned into two clusters,
representing the G1/S and G2/M phases.

■ RESULTS AND DISCUSSION
Analysis of Cell Cycle Phases. Figure 1 shows the overall

design and workflow which was implemented in this study.
Both 2D and 3D cell cultures were prepared and data was
recorded, as described in the Materials and Methods section.
We first consider experiments in the context of the cell cycle.
During the G1 phase, the cell prepares for DNA replication
and moves on to the S phase (2−4 N), where DNA is
duplicated. In the subsequent G2 phase (4 N), the microtubule

Figure 2. Validation of cell synchronization and IR spectral signatures associated with intracellular DNA levels. (A) Flow cytometry assessment of
intracellular DNA content of cell samples. (B) Quantification of extracted DNA from different cell phases. (C) Average IR spectra of cells recorded
from asynchronous (blue), G1/S arrested (green), and G2/M arrested (purple) phases. Standard deviation is marked as the shaded area. (D)
Absorbance visualization with wavenumber as categorical labels to identify the most significant spectral bands that distinguish between cell phases,
with absorbance at (E) 1059 cm−1 (left) and 1219 cm−1 (right) showing significant differences but considerable overlap as well. For the Box−
Whisker plots in panels (D) and (E), the top and bottom edges correspond to the first and third quartiles and the midline represents the sample
median. The upper and lower whiskers extend from the hinge up to 1.5× IQR. Outlier values are indicated if they extend beyond this range.
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structure is rearranged and the cell proceeds to cell division.
Finally, the cell undergoes mitosis (M phase) and either shifts
to a quiescent state (G0) or re-enters the G1 phase. To reduce
spectral variations in asynchronized conditions, 2D cultured
cells were first arrested at two predetermined cell phases, G1/S
and G2/M. Since different cell types are regulated by their
distinctive mechanisms, protocols for cell synchronization need
to be specifically optimized. Thymidine, a DNA synthesis
inhibitor, and nocodazole, a microtubule inhibitor, were
chosen to arrest the cells prior to the G1/S and G2/M
phase boundaries, respectively. Asynchronized cells without
any chemical treatments served as the control. To validate that
the cells were effectively arrested, flow cytometry was used to
quantify the cell distribution in each phase. As shown in Figure
2A, in the control group, the cell population distribution across
G1, S, and G2/M phases was 71.3, 16, and 12.7%, respectively.
In the group treated with double-thymidine block, nearly 100%
of the cells were arrested in the G1/S phase prior to DNA
duplication. On the other hand, the group treated with
nocodazole had 83.6% of the cell population arrested in the
G2/M phase. Cross-validation was provided by quantifying
isolated DNA from the corresponding groups (Figure 2B),
showing a distinct quantitative difference between the G1/S
and G2/M phases. For the control group, the mean DNA
efficiency was 48.69 ng per 10 000 cells, whereas for G1/S and
G2/M phases, the values were 36.43 and 80.78 ng per 10 000
cells, respectively. This trend is consistent with that of flow
cytometry results, and the synchronization protocol for
controlling the cell cycle was verified.52

A significant absorbance variation within single batches of a
monolayer cell culture53 was observed and has previously been
reported.12 One reason is the scattering from morphological
structures that are at the same length scales at the wavelength
of light.11,13,54,55 This typically manifests in spectra as small
shifts in peaks and a dominant, wavelength-dependent baseline
offset,56 which continues to remain a topic of interest in
modeling and understanding IR data recorded from a
microscope. Another source of spectral heterogeneity in
homogeneous monolayer cell cultures can be attributed to
cells equilibrating to cell cycle phases during development or
disease progression. Thus, it results in a varied composition
within an ensemble of cells.57 Our results show that this
equilibrium can be a source of variation and will be useful to
examine whether the same equilibrium is attained in 3D
cultures. Before we examine 3D cultures, we fully characterize
the spectral properties of 2D cultures.
Spectral Characteristics of Cell Cycle Phases. Since the

amount of nucleic acid and other constituents vary during the
cell cycle, we examined whether cells arrested in G1/S and
G2/M phases also show differences in IR absorption spectra.
FT-IR spectroscopic imaging data were obtained (Figures S1
and S2) for each condition, and spectra were normalized to
Amide I vibrational mode (Figure 2C). For an initial
assessment, we used partial least-squares (PLS) analysis to
determine spectral features that allow segmentation of the data
by cell phase. Interestingly, the spectral frequencies with
relatively higher PLS weights lay in the 1020−1080 and 1150−
1270 cm−1 ranges. These are typically attributed to the
symmetric and asymmetric stretching of the phosphate groups
(PO2

−), respectively, which are found on the backbone of
nucleic acid (DNA and RNA), phospholipids, and phosphory-
lated proteins (Figure 2D).58−61 The symmetric stretching
band of phosphates ∼1083 cm−1 was found in both

asynchronized and synchronized groups. This peak is
associated with all forms of nucleic acids, including RNA, ss-
cDNA, and ds-DNA.27 In contrast, within the spectral range
1150−1270 cm−1, the center of the peak attributed to the
asymmetric phosphate stretching mode shifts from 1232 to
1224 cm−1 while proceeding from G1/S to G2/M phases.27 A
possible cause of this shift can be the DNA conformation
transition between A (1240 cm−1) and B forms (1225 cm−1).60

Moreover, it is reported that RNA contributes nearly half of
the nucleic acid content during the active cell cycle,62 which
may also influence the shift of the peak location. To further
confirm the assignment of these peaks, IR spectra on extracted
DNA from the corresponding cells were acquired by an ATR
accessory equipped FT-IR spectrometer (Figure S3). The
spectra displayed several major peaks at 965 (ν(C−C)), 1049
(ν(C−O)), 1082 (νsym(PO2

−)), and 1216 cm−1 (νasym(PO2
−))

(all ±2 cm−1), which are generally regarded as peaks associated
all of the nucleic acid forms.27,63 Also, these peaks match the
peak assignments of an isolated double-stranded DNA sample
in the previous study.27 An additional peak is identified as a
shoulder at ∼936 cm−1, which is attributed to the AT base
pairs vibration of B-DNA helices.64 As previously mentioned,
there is a possibility that RNA remains in the cells and
contributes to the IR signal. However, in our result, the
particular peaks referred to ribose rings of RNA are not
observed in the isolated DNA spectra, which are at the
hydroxyl group at C2′ at 1125 and 993 cm−1 and C−C ring
vibration at 914 cm−1.64,65 As our sample preparation protocols
did not include RNAse-free conditions, the contribution of
RNA in the spectra is not discussed in this study. In principle,
the spectral differences between the phases should correspond
to a 2-fold higher DNA absorbance in the G2/M phase data
compared to that from the G1/S phases. In Figure 2E, the
absorbance at 1059 and 1219 cm−1 shows a cell stage-
dependent difference, whereas the asynchronized group lies in
the middle with a wide range across the absorbance from both
the synchronized groups. Chemical images plotting the
absorbance at 1219 cm−1 (Figure S1) show lower relative
absorbance at G1/S compared to the G2/M phase. The
acquired absorbance measurements at 1219 and 1059 cm−1

served as input parameters in the ANOVA analysis. The p-
values are very close to 0, which indicates that the absorbance
difference between G1/S and G2/M phases is statistically
significant. Furthermore, we estimate the mean absorbance at
1219 and 1059 cm−1 for each group of cell phases, along with
the standard errors in the estimate. The 95% confidence
interval lies within an absorbance of 10−3, which is within the
noise limits of the current state-of-the-art measurements. Based
on these results, it appears that the absorbance at 1219 and
1059 cm−1 can be used as an effective indicator66 to distinguish
between G1/S and G2/M phases in further experiments.
Transitioning from 2D to 3D Cell Cultures. 3D cultures

have been relatively less studied by IR imaging42,43,67−71 due to
the additional challenges in the 3D cell culture system,
including culture reproducibility, challenging sample post-
processing, and lack of protocols for interpretation. Commu-
nication between cells in a 3D ensemble and their micro-
environment plays a pivotal role in regulating cell organization
and function, and MCF10A, in particular, has been studied
extensively using different culture methods.46 Here, we
adopted a “cell-embedded” method instead of an “on-top”
one46 since we sought to maximize the possibility of obtaining
cells in each physical section afterward (Figure 3A). Initially,
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Figure 3. (A) Experimental setup for the MCF10A 3D culture. (B) Systematic figure of MCF10A acini formation under 3D cell-embedded
conditions. (C) Size variation of M1 to M4 acini throughout 15 days of culture. (D) (Top row) Bright-field image of MCF10A acini formation at
days 5, 10, and 15 of culture. Scale bar (white): 200 μm; inset diagrams show zoomed-in images of the acinus. Scale bar (black): 100 μm. (Bottom
row) H&E-stained images of cryosectioned acini fixed at days 5, 10, and 15 of culture. Dark purple and pink stains indicate the nucleus and
cytoplasm, respectively. Scale bar: 200 μm.

Figure 4. Label-free identification of cell phases in a single acinus. (A) Chemical images of cryosectioned acini shown for the ratio of absorbance at
1219−1640 cm−1 and acquired at days 5, 10, and 15 during the 3D cell culture duration. Scale bar: 50 μm. Corresponding intensity histograms are
shown with the median and interquartile range above. The medians are 0.7559, 0.6794, and 0.6416, respectively, on days 5, 10, and 15. (B, C)
Virtual staining of MCF10A and M2 acinus based on K-means clustering. Green, purple, and gray colors refer to G1/S, G2/M, and outliers,
respectively. Scale bar: 100 μm. (D) Difference in absorbance spectra for days 5 and 10 and days 5 and 15. The blue line shows the difference
between days 5 and 10, while the orange line shows the difference between days 5 and 15. The shaded areas present the standard deviation. (E)
Analysis of the cell population in G1/S and G2/M phases for single acini at days 5, 10, and 15 for MCF10A cells (solid color) and M2 cells (solid
color with white stripes). For MCF10A, the fraction of the cells in the G1/S phase changed from 51.9 to 66.73% during 15 days of culture. On the
other hand, for M2 cells, the fraction of the cells in the G1/S phase has a more drastic shift from 6.34 to 90.24%.

Analytical Chemistry pubs.acs.org/ac Article

https://doi.org/10.1021/acs.analchem.2c04554
Anal. Chem. XXXX, XXX, XXX−XXX

E

https://pubs.acs.org/doi/10.1021/acs.analchem.2c04554?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.2c04554?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.2c04554?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.2c04554?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.2c04554?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.2c04554?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.2c04554?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.2c04554?fig=fig4&ref=pdf
pubs.acs.org/ac?ref=pdf
https://doi.org/10.1021/acs.analchem.2c04554?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


MCF10A cells were evenly distributed in Matrigel, which is
mainly composed of laminin and collagen type IV. Single cells
locally proliferated into an individual cell aggregation and
eventually formed into acini with a hollow lumen structure,
which mimics the breast epithelium seen in humans (Figure
3B). To observe the maturation of acini, the system was
cultured for 15 days and cryosectioned. The size of the
MCF10A acini increased and reached a plateau of around 190
μm in diameter on day 13 (Figure 3C). As expected, the cells
in the core region underwent apoptosis, while the peripheral
cells developed apicobasal polarity by self-arranging into
hollow structures. Since M2 and M3 cell lines were
transformed from the MCF10A cell line into higher
proliferative and tumorigenic phenotypes, their acini showed
a more rapid growth rate. On the other hand, as the M4 cell
line is representative of the metastatic stage, it has limited
capability to form acini (Figure S4). Bright-field and H&E-
stained images reveal the structural organization of acini
throughout their development (Figures 3D and S5).
We sought to study the temporal progression of the cell

subpopulations in distinguished cell stages in a 3D MCF10A
acini model. 3D cell cultures were conducted in triplicate to
assess reproducibility, and FTIR imaging data were acquired
for samples from days 5, 10, and 15 of the culture to capture
the acinar differentiation process. Chemical images, repre-
sented by a ratio of the absorbance at 1219 cm−1 to that at
1640 cm−1, can also be used to extract corresponding
histograms, as shown in Figure 4A,B. The median values for
the ratio are 0.7559, 0.6794, and 0.6416, respectively, on days
5, 10, and 15.
Next, we used Kolmogorov−Smirnov test statistics to

evaluate the difference between these derived histograms. At
the 1% significance level, the null hypothesis that the derived
ratio distributions are from the same set of measurements is
rejected with a p-value of about ∼10−24. The test statistic for
days 5 and 10 and days 5 and 15 is 0.3769 and 0.4912,
respectively, which is indicative of a higher deviation of the
cumulative distribution function (in this case, day 5). It is
notable that these spectra have lower variability compared to
the 2D cell culture, which was surprising. We hypothesize that
this might be due to sample surface variation of the 2D culture
as well as biochemical variability from adhesion, varying
neighbors, or surface differences in the underlying substrates.
Many of these factors are absent in the sectioned (more
uniform) samples from 3D culture. Before examining the
spectral data, we note that the relative positions of cells are
maintained here in images, whereas the traditional methods for
cell cycle analysis, such as cell sorting and immunoblotting,
result in a loss of information regarding the relative spatial
arrangement. Chemical analyses by staining with fluorescent
probes and antibody conjugation can also provide such
information but could be challenging for the small volume of
embedded cells and require a priori knowledge of the changes,
though such analyses could be conducted on intact models
using optical sectioning.
Since the major biological alterations take place in nuclei

during the cell cycle, we focused specifically on characterizing
DNA quantity. Based on the PLS results (Figure 2D), we used
the absorbance at 1058 and 1219 cm−1 to help identify the
abundance of G1/S or G2/M phases. We first projected this
ratio back onto the images (Figure 4B) and saw a trend. The
baseline corrected absorbance at 1058 cm−1 reduced from day
5 to day 10 by 21.38% and then to day 15 by 32.8%. Similarly,

the absorbance at 1219 cm−1 reduced by 17.16% from day 5 to
day 10 and then from day 10 to day 15 by another 32.54%,
which is indicative of the cell phase shift from G2/M to G1/S
phase (Figure S6B,C). Spectral differences between the culture
durations can also be observed. There are two obvious peaks
around 1040−1100 and 1200−1270 cm−1, which are typically
considered to arise from DNA. A similar trend of spectral
features was also discovered in the data points from the M2
cell line, which is H-Ras mutated from the MCF10A cell line.
A decrease in the absorbance at 1058 and 1219 cm−1 was seen
while with a more prominent absorbance change comparing
different stages of acini maturation. (Figures 4D and S7B,C).
This reflects a more proliferative behavior, which matches the
higher growth rate shown in Figure 4C. Next, K-means
clustering was performed to partition the absorbance at 1058
and 1219 cm−1 into two groups, G1/S and G2/M phases
(Figures S6D and S7D). Here, we consider the G1/S phase as
a dormant state and G2/M as a progressing state. Interestingly,
the fraction of cells in the G2/M phase was highest at day 5,
which indicates a predominance of proliferative cells during the
early development of acini. This fraction at day 15 for
MCF10A is marginally lower than that found in the
asynchronous 2D cell culture. Moreover, we hypothesize that
the availability of nutrients confers this distribution of
proliferative cells in acini. These data pixels were then
projected back on the image to show the relative distributions
of cells. In Figure 4C, by plotting the virtual staining based on
the K-means clustering, those points categorized as the G2/M
phase were most likely to present at the peripheral regions at
the late stage of acini maturation, which can be explained by
the direct contact with the matrix and higher exposure to
nutrients.20 The histogram plot of the K-means clustering
result is presented in Figure 4E. With the increase of the
culture period, the data points categorized into the G1/S phase
increased, which indicates the stability of the acini maturation.
Biological Correlates and Variation with Tumor

Progression Models. To further validate our results, a
protein biomarker, Ki-67, for assessing proliferative cells was
used. Our spectral analysis correlates with Ki-67 expression.
This expression elevates when the cells arrive at the boundary
of the G2 and M phases72 and is known to decrease with the
development of acini.73 Ki-67 was markedly visible at the early
stages of the cell culture, while after 3 weeks of culturing, the
biomarker was barely detected. A possible explanation for this
behavior of the cells being less proliferative is associated with
the external mechanical constraints and specific oncogene
expressions.74 Typically, acini structure formation mirrors
normal human breast glands.75 When the cell and matrix
anchoring is disrupted as a key step in cancer progression, a
further molecular change may be noticed. To assess this
characteristic, similar analyses were also performed on M3 cell
lines as a model for in situ ductal carcinoma. In M3 acini, we
did not observe a clear pattern to cell subpopulations, and
composition in acini fluctuates without a clear growth pattern
(Figures S8 and S9). This likely reflects a mix of populations
between more M2-like states, intermediate progression states,
and invasive and migratory states of the M4 subtype. The M4
cell line does not form into acini, representing the lack of
coordination between cells and loss of adhesive behavior, and
cannot be easily characterized in the same terms as the other
three cell lines. It is possible that cells lie in the quiescent/
senescence state as discussed in a previous study;28 however,
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here, they were grouped into the G1/S phase based on the
synchronization protocol for 2D cell cultures.
DNA Quantification Using IR Spectroscopy as a

Biomarker. The recording of nucleic acid spectral features
from cells has been a debated topic and also relates to the
ability to detect subtle DNA changes during cell cycle
progression. A “black string/dot” hypothesis has been
proposed regarding the chromatin folding architecture within
the nucleus that results in a lower value than the expected
absorbance.5,30,76 Our results are in agreement with more
recent studies, which posit that nucleic acid, DNA specifically
here, can be treated as a qualitative and semiquantitative
biomarker on a single-cell basis to distinguish the cell
stage.28,29 To discover the correlation of DNA abundance
with respect to DNA duplication and split, flow cytometry is
commonly used as a complementary method to support
findings from IR measurements.28,29,40 The absorbance of the
phosphodiester peak was found to positively correlate with cell
cycle progression from G1 to G2/M phases either in hydrated
living or dehydrated fixed cells.28,29,77 For better reliability of
spectral interpretation of DNA conformation, detailed
investigations on various factors, including nucleotide
composition, hydration, salt concentration, and counter ion,
toward DNA conformation have been undertaken.58,59 These
results indicate that with carefully designed experiments and
sample preparation protocols, IR spectroscopy has the
capability to monitor subtle DNA changes with respect to
the cell cycle. To link in vitro studies with physiological
conditions, combining customized platforms with IR micro-
scopes could provide more perspectives, even at the single-cell
level.40,78 Overall, the extensive understanding of the
phosphodiester peak (PO4

2−) position and intensity could
serve as a promising tool in 3D cultures to provide further
information about the dynamics of the nucleus and protein
architecture while enabling important relations with clinical
studies.

■ CONCLUSIONS
We report the use of FT-IR imaging as a nondestructive and
label-free tool to investigate the relative DNA quantity
differences throughout the cell cycle progression for 3D cell
cultures using isogenic cell lines as models of cancer
progression. Observations show that cell populations can be
segmented into G1/S and G2/M phases, which represent a
low and high degree of proliferative level for cell conditions,
respectively. Extending the spectral signatures obtained from
the analyses of 2D monolayer cell cultures to 3D cultures, IR
spectral data could recognize the relative populations and
changes with progression models cell cycle compositions in
breast cancer organoids. We anticipate that the analysis could
be used as a starting point to understand the role of the cell
cycle in both model systems and tissues. Further development
of this concept could pave the way to investigate highly
complex systems with multiple compartments, including
different cell types and microenvironments for fundamental
studies such as drug-cell interactions and for digital
histopathology.
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