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Abstract

Discrete frequency infrared chemical imaging is transforming the practice of microspectroscopy by enabling a diversity of
instrumentation and new measurement capabilities. While a variety of hardware implementations have been realized,
design considerations that are unique to infrared (IR) microscopes have not yet been compiled in literature. Here, we
describe the evolution of IR microscopes, provide rationales for design choices, and catalog some major considerations for
each of the optical components in an imaging system. We analyze design choices that use these components to optimize
performance, under their particular constraints, while providing illustrative examples. Ve then summarize a framework to
assess the factors that determine an instrument’s performance mathematically. Finally, we provide a validation approach by
enumerating performance metrics that can be used to evaluate the capabilities of imaging systems or suitability for specific
intended applications. Together, the presented concepts and examples should aid in understanding available instrument

configurations, while guiding innovations in design of the next generation of IR chemical imaging spectrometers.
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Introduction

The design and development of modern optical imaging has
advanced through theory, experimental advancements, and
extensive validation over centuries. Meanwhile, the numer-
ous advantages offered by imaging in the mid-infrared (IR)
spectral region are only starting to be realized and have
been receiving considerable recent attention in the micros-
copy community. IR imaging not only allows for morpho-
logical analyses similar to optical imaging, but additionally
facilitates an understanding of the molecular structure of
multi-component materials through spectral fingerprinting.
The major bottlenecks in advancing IR imaging are techno-
logical barriers such as underdeveloped camera technology,
fundamental differences with optical microscopy such as the
incompatibility with common glasses, as well as practical
challenges such as high per unit costs of components due
to relatively fewer users compared to optical imaging.
Another critical difference between optical and IR imaging
technology is the need for computationally intensive post-
processing techniques to understand and interpret spectro-
scopic data. Finally, working at wavelengths that cannot be
seen poses well-recognized experimental barriers.
With the recent advances in theoretical understanding,
greater tractability in computational complexity, and

declining costs of custom fabrication, an assortment of IR
spectroscopic imaging approaches is becoming more
accessible. Although proposed nearly 70 years ago,'” IR
imaging is now being increasingly realized as a viable label-
free complement to optical microscopy. This review
focuses on coalescing important aspects in these techno-
logical developments and providing a compendium for
recent progress in discrete frequency infrared (DFIR)
imaging.
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A key step toward making IR spectroscopic microscopy
feasible was the advent of Fourier transform (FT) spec-
trometers,’ providing speed, sensitivity, and data handling
capability. Driven by advances in computing, theory, design,
myriad applications, and new ideas, the field diversified
beyond Fourier transform infrared (FT-IR) microscopy.*
Early modification of FT-IR imaging used custom-designed
filters>™ to image narrow bandwidths; as opposed to FT-IR
imaging that measured wide bandwidths simultaneously, and
this class of imaging was termed discrete frequency IR
(DFIR) imaging. The accelerated pace of progress in DFIR
instrumentation has been largely due to the ready availabil-
ity of quantum cascade lasers (QCLs),%'° which provides a
bright, collimated, narrow linewidth, and reliable source
that obviates the need for a spectrometer. Now more fun-
damental changes are afoot. For nearly half a century, the
major design direction of IR microscopes followed the fold-
ing reflective optical geometries seen in telescopes. In con-
trast, refractive optics that were carefully machined from an
extremely limited selection of fragile IR transparent mater-
ials were more popular for thermal cameras. With modern
fabrication capabilities, the diversity of refractive, reflective,
and flat lenses'"'? is becoming extensively available.
Similarly, advances in narrow band gap semiconductor tech-
nology have allowed IR detectors to integrate detection
and readout capabilities on a single chip. These advances
promise significant upcoming technologies that will com-
bine new sources, spectrometer designs, microscopy for-
mats, and detectors. But we also need to consider
challenges that arise from a still emerging scientific under-
standing of image formation processes, a lack of codification
of best practices to optimally using technological advances
in components and matching applications to instrumenta-
tion capabilities for a rapid translation to practice. We pre-
sent here a collated set of important developments, trends,
trade-offs, and insights into potential directions.
Understanding options and possible configurations will
help to form a framework that promotes continued pro-
gress in IR microscopy. Together, these factors will aid in
understanding the context and effect of recent and upcom-
ing advances in DFIR imaging to guide new innovations in
applied spectroscopy.

The dominant mode of recording absorption of IR light
by a sample is to measure the residual IR light intensity
passing through a sample and computing the loss relative
to a stored calibration. With significant practical import-
ance, this technique is also currently the fastest and most
sensitive in terms of spectral quality of quantifying IR
absorption. We focus our review on the class of instru-
ments limited to this mode of detection. Detection of the
absorbed light, of course, is not directly possible but the
consequence of absorption in increasing the local tempera-
ture or physical dimensions can be sensed. Typically, non-IR
detection methods have been demonstrated to detect the
effects of absorption, these include mechanical scanning
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probes, using a secondary optical probe beam,
and ultrasound transduction.?®?” These hybrid IR systems
can estimate absorption, but the relatively weak effects
require increased sensitivity.38_4° Due to the multitude of
detection modes and use of sensitivity enhancement aids
such as lock-in amplification or interferometry, the scope of
design considerations becomes very large and is best left
for each detection modality separately. We describe here
systems that directly measure IR light using IR compatible
optics and detector assemblies, essentially through an
instantaneous acquisition. VWe focus on missing descriptions
of a methodical design approach and consider advances in
each component, while identifying potential paths for con-
tinued improvements in DFIR imaging.

Instrument Design

Traditionally, IR microscopes have relied on designs that
illuminate the sample by modulation of a spectrometer’s
output in both time (either sequential frequency scanning
or interferometry) and space (either using an aperture scan
or spatially multiplexed recording). Older generation
designs were based on optically dispersing light from a ther-
mal source using a prism or grating and blocking out
unwanted frequencies to measure individual frequency
components to build up a spectrum. To obtain spatially
resolved data, light was restricted using an aperture in
the microscope’s beam path to illuminate a small area of
controlled dimensions on the sample."*'™** Remarkable
data could be obtained from these systems considering
that most of the light of the broadband source was elimi-
nated by the spectral filters and significantly reduced fur-
ther by the spatial aperture. While demonstrative examples
could be recorded, the low signal-to-noise ratio (S/N), long
acquisition times, lack of a spatial rastering mechanism, and
absence of electronic data management ultimately
restricted applications to examination of small samples or
single microscopic regions. A dominant limiting factor was
the need to span a large bandwidth with the source (~hun-
dreds of wavenumbers) balanced by the requirement to
measure only a narrow bandwidth (~1-10cm™") for spec-
tral analyses. The addition of a multi-element detector can
result in many spectral channels being acquired simultan-
eously, with each pixel recording a different spectral
bin.*>*¢ Even with a multiplexing detection advantage, how-
ever, dispersion techniques are limited in the collection of
higher resolution or S/N since light throughput decreases
significantly with the spectral bin width.*’ Thus, imaging or
even sequential point mapping is often impractical by
restricting the broadly emitting, but weak globar source.
The quest for higher S/N, to enable more sensitive ana-
lyses and faster recording in IR spectroscopy, is well docu-
mented and the application of interferometry to record
high-precision absorption measurements was a break-
through that was enabled by advances in instrumentation,
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computing (of the fast Fourier transform, or FFT), and data
handling capability.*® FT-IR spectrometers improved upon
the limitations of scanning monochromators by measuring
spectral elements simultaneously to provide an S/N
improvement equal to the square root of the number of
spectral points scanned (Fellgett advantage). The improve-
ment was further compounded by eliminating small slits
needed to reject the majority of transmitted light in disper-
sive systems (Jacquinot advantage), albeit with large aper-
tures and small resolution. These improvements in S/N and
spectral acquisition speed not only made FT instruments
the standard for spectrometry but also enabled practical
spectroscopic measurements for samples on a microscopic
scale.>** A notable advance to address the low power
was the use of synchr‘otrons‘r’sf62 that provided a colli-
mated, compact, and bright source®® for unprecedented
spatial and spectral quality from microscopic samples.®*®
The use of array detectors with different spectrometer
operation modes®””* was another turning point and led
to the most recognizable imaging formats available—use
of an array detector on an IR microscope coupled to an
interferometer and broadband source. The multiplexed
detection advantage from using even poor-quality detectors
was large enough to provide wide spatial coverage and
acceptable S/N for many applications.””®” The relative
advantages of array detection compared to point-scan-
ning’®®' are active areas of interest in the field of IR micros-
copy, just as it is in other molecular microscopies such as
fluorescence. Nonetheless, optimizing the S/N of point
detectors continues to remain a major theme.”>%3
Another major milestone was the development of instru-
mentation with a small, multiplexed detection scheme using
a sensitive linear array detector to balance spatial coverage
with spectral S/N.>* While providing slower imaging speeds,
the molecular analytical capability of this system was higher
than any other reported FT-IR imaging system. Such large
array detector-based systems focused on acquiring meas-
urements in reaction kinetics,”>’¢ either in time-resolved
mode®’ or in multiplexed mode.”®” Continued improve-
ments over the FT-IR spectrometer—microscope frame-
work in optical design primarily drove improvements in
technology,'%%~'%% with significant efforts being focused on
increasing imaging quality using a solid immersion lens or
attenuated total reflection,®®'%~'%® modeling, and simula-
tion'® as well as advances in instrument design.”*''%"!3
Synchrotron-focal plane array combinations continued to
provide exceptional capability”"”‘II4 and table top sys-
tems now routinely provide high-definition IR ima-
ging.'''">7'23 While it is not our intent here to provide
a comprehensive coverage of the development of IR ima-
ging technology, these representative examples serve to
show how a diversity of components can lead to advances
and different optimal combinations that are useful for spe-
cific applications but involve design trade-offs. The recent
past has seen two major changes that merit special
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attention, the evolution of the IR microscope and the avail-
ability of QClLs.

Among all these changes, the basic framework of the IR
microscope has changed little. IR microscopes were nearly
entirely designed using lenses with reflective geometries to
overcome chromatic aberration across the broad band-
width of FT spectrometers, a necessity arising from the
need for the Fellgett advantage. An example configuration
is as shown in Fig. la. Folding the light path throughout the
instrument is necessary with these designs and is also
needed to provide sampling flexibility. However, it also
results in a relatively larger footprint and substantial
energy is lost as the incoherent light is propagated over
long distances and reflected by multiple surfaces.
Reflective geometries offer an inevitable trade-off to
refractive designs with much shorter optical path lengths.
However, all IR transparent lens materials exhibit a high
dispersion and reduced throughput when compared to
reflective mirrors. For high magnification imaging in particu-
lar, the effects of dispersion in refractive materials becomes
even more pronounced resulting in out-of-focus spectra
and images. Due to the wide spectral bandwidth that
needs to be measured, FT-IR imaging is reliant on and
highly suited to reflective Schwarzschild objectives, which
have a simple reflective design that is also corrected for
primary third-order aberrations. However, it is unclear
whether the same lenses need to be used (and the draw-
backs tolerated), even with a greater understanding of their
effects on recorded spectra,'**™'3° as new source technol-
ogies and optical designs emerge. Thus, it is timely to con-
sider the entire imaging framework while changing the
source—spectrometer for instance. The availability of new
designs and new components is profoundly synergistic, and
it is essential to thoroughly comprehend this interplay.

Perhaps the most significant recent development for IR
microscopy has been the use of QCLs as sources to enable
DFIR spectroscopic imaging as an alternative technol-

gy.' 321331357141 Compared to the classical FT systems,
these designs have demonstrated significant gains in speed
as well as competitive resolution and S/N when normalized
for acquisition times. Many of these gains can be attributed
to the narrowband high intensity properties of QClLs, as
well as their discrete tunable emission, which allow for
improved measurement efficiency and increased S/N. At
the same time, these lasers are safe for most materials
given that absorption is a very strong contrast mechanism
and does not need very high illumination intensity. With
proper instrument design, safe and nondestructive imaging
is possible.'**'* In the last decade, multiple optimal
designs based on widefield'?>!3313¢7138144 "534 point-
scanning'>'#%141145 configurations were developed, each
with their own advantages and disadvantages, depending on
the specific research question and the experimental scope.
Collectively, the prior development of FT-IR techniques
indicated and provided insights into the critical role
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Figure 1. Widefield IR spectroscopic imaging instruments. (a) Fourier transform infrared (FT-IR) imaging microscope. Reproduced
with permission from Rowlette et al.'*' Copyright 2021 Daylight Solutions Inc. Multiple DFIR imaging configurations have been reported
with unique features: (b) Using a high numerical aperture (NA) refractive lens in an inverted transmission configuration to improve the
resolution. The design was further synchronized with a high-frame rate focal plane array (FPA), while reducing illumination non-
uniformity using high-speed laser tuning across the spectral range. Reproduced with permission from Yeh et al.'>> Copyright 2014
American Chemical Society. (c) Laser illumination is homogenized by a rapidly rotating diffuser'® to reduce the laser speckle for
widefield recording. Reproduced with permission from the Schonhals et al.'** Copyright 2018 Wiley-VCH. (d) Commercial systems
have enhanced accessibility of laser-based DFIR microscopy. Reproduced with permission from Rowlette et al.'*' Copyright 2021
Daylight Solutions Inc. These illustrations are presented for conceptual purposes only, with representations of major components, and

are not intended to serve as a comprehensive schematic.

played by the design choices and the iterative design pro-
cess. However, the transition to DFIR modalities now
requires re-evaluating the development choices by revisit-
ing this process with new rigorous and methodical design
rationales that are explicitly tailored for DFIR instruments.

The first reports of QCL-based DFIR imaging systemsI33
were in both the point-scanning and widefield modes, but
closely followed the existing FT-IR microscope designs. As
discussed previously, these microscopes were specifically
tuned for a large incoherent source and replacing the
source with a coherent narrow beam, presented illumin-
ation difficulties. However, by switching to refractive lenses
with a high numerical aperture (NA), originally designed for
fiber collimation, higher focusing powers were attainable,
while maintaining acceptable image quality within a small

field of view (FOV). Widefield designs,'**'*® as shown in
Fig. 1b, demonstrated imaging capabilities that were more
than an order of magnitude faster than what was previously
achievable. The combination of a QCL and high-speed mer-
cury—cadmium—telluride (MCT) or HgCdTe focal plane
array (FPA) could acquire hyperspectral images in seconds.
Other designs incorporating stock compound IR lens
assemblies, often termed as close-up lenses, as shown in
Fig. I, offered wider FOV at the cost of resolving power,'®'
while custom-designed compound IR objectives, as shown
in the commercial system illustrated in Fig. Id, achieved
both a relatively high NA while maintaining a wide
FOV,"' but required larger format thermal cameras with
slower frame rates. While successful in providing large vol-
umes of data rapidly, widefield imaging configurations with
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coherent sources are inherently subject to speckle arising
from scattering in the optical train that compromises both
morphological and spectral fidelity. Attempts to mitigate
these issues and reduce the effect of laser speckle and
coherent interference were developed, incorporating tech-
niques such as spectral averaging,'**> rotating dif-
fusers,'3*'3*137 and time-delay integration,'>” but always
at an expense of considerably increased acquisition time.
We anticipate that increases in output power, wider tuning
in single chips, greater wavelength ranges, and higher sta-
bility of turnkey QCL systems will emerge to drive innov-
ations in IR imaging design in the near future.

Compared to FT-IR imaging and widefield DFIR micro-
scopes, point-scanning confocal configurations have drastic-
ally improved the resolution and noise performance of IR
microscopy. In these systems, a focused on-axis beam of
light illuminates a single point, whose dimensions are deter-
mined by the optical configuration, and light is collected
onto an aperture in a conjugate image plane after inter-
action with the sample.'35"40"4"I45 Point-scanning designs
largely eliminate speckle seen in widefield illumination.
While superficially it may seem that the process of point-
by-point mapping of a sample in DFIR point-scanning con-
figuration cannot compete in speed with the multiplexed
advantage of large format cameras, improvements in S/N
due to a higher intensity and absence of coherence-induced
artifacts are clear advantages. While the former results in
larger signal value, the latter reduces noise, leading to
shorter dwell times for a given S/N requirement. Due to
these factors, the point-scanning technique is a preferred
approach for applications requiring high-quality data and is
the current gold standard in terms of precision and accur-
acy. When normalized for S/N, following the square root
relation with time, the scanning design substantially outper-
forms widefield designs in total acquisition speed.'? By far,
the laser scanning systems offer the best choice in terms of
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acquisition times and S/N, but the optical design has
increased complexity with scan lenses, telecentric lenses,
and infinity-corrected objectives, each containing many
refractive elements.'?” In a laser scanning system, the max-
imum scan rate of the galvo controller drive limits the
frame rate of images. For a stage or objective scanning
system, the scanning speed of the relatively larger object
limits the frame rate. Regardless, a trade-off exists between
dwell time per pixel (or acquisition times) and S/N.
Ultimately, applications determine the precise trade-offs
that are acceptable in the design of an instrument.

Laser scanning confocal microscopy, where the laser
beam is steered using precise control of fast mirrors, is a
common modality for visible light microscopy. However,
due to the unavailability of broadly corrected compound
optics, it has not been a practical approach for broadband
IR microscopy. Scanning optics designed for fixed wave-
length IR lasers, e.g., CO, lasers for laser cutting, are not
suitable for spectroscopic microscopy. Thus far, reported IR
scanning systems rely only on on-axis illumination by either
sweeping the objective lens mounted on a fast-moving plat-
form over the sample or by keeping the lens fixed and
moving the sample instead (Figs. 2a and 2b, respectively).
The speed of these systems highly depends on the mass of
the objective assembly or the sample carrier, which must
rapidly accelerate and change directions over each scan
pass. In either case, keeping the sample stationary minim-
izes the perturbation to the specimen, or keeping the
optics stationary helps in maintaining consistent optical
path length while minimizing inadvertent beam deflection
and drift on the detector. To maintain overlap of the tightly
focused illumination and detection focal volumes, especially
for high resolution systems where these focal volumes are
on the order of a few microns, it becomes convenient for
both illumination and detection to share a common optical
assembly. Instruments with epi-illumination geometries
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Figure 2. DFIR imaging by raster scanning a focused point illumination by (a) fixed objective and beam or stage scanning, or (b) a
scanning objective assembly with a second arm providing attenuated total reflection (ATR) option for higher resolution imaging using a

solid immersion lens in contact with the sample.'#¢
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focus light on the interface between the sample and the
reflective substrate while collecting the reflected light
after it passes through the sample a second time. The
intrinsic ability to maintain alignment typically allows
for such geometries to achieve better image and signal
quality, but only if the system can maintain focus on the
sample—substrate interface. The errors in tracking the
interface are magnified by a factor of two, due to the
double pass optical path through the sample. Overall,
selecting the right modality requires stringent trade-off ana-
lysis during the design phase of the development regarding,
for instance, the desired choice of technology and the
development time versus the functional requirements of
the system.

Once the specifications and performance criteria are
established, designing the microscope involves a balance
between the instrument functionality, compactness, per-
formance, and cost. Optical design software, including
CODE V, Zemax, OSLO, and FRED, provide optimization
tools and quantitative performance estimations for concep-
tual optical systems. These tools can be used to design
innovative multi-element optical layouts, corrected for
most third-order aberrations over a broad spectral range,
as would be required for developing widefield imaging
microscopes. However, as these complex compound
objectives have limited commercial availability in the IR
spectral regime, point-scanning configuration is the pre-
ferred, feasible, and cost-effective approach employed to
develop purpose-built DFIR microscopes. In this work,
we focus on the major design decisions that are needed
in the building of a custom DFIR microscope that meets the
typical functional requirements. Broadly, the framework can
be broken down into selection of three major modules,
namely, the IR source, a high-speed low-noise IR detector,
and IR optical elements, which taken altogether contribute
to optimizing the optical design.

Infrared Source

Traditionally, thermal broadband sources, most commonly
the globar, a heated silicon carbide rod, have been used in
IR microscope design due to their simplicity, robustness,
and low cost, excellent source-detector spectral matching.*
Using such sources was beneficial with single-element
detectors for bulk spectroscopic applications, where the
photon flux is high. However, for microscopy applications,
a much higher photon flux is desirable for increased S/N
due to the use of apertures and smaller detectors.
Synchrotron sources®®*°""'*=1%% are high-energy particle
accelerators that produce intense light beams. Although
widefield imaging with synchrotron sources demonstrated
an improved S/N and spatial resolution over traditional FT-
IR with a globar source,''® this required access to a large
synchrotron facility, presenting cost and accessibility chal-
lenges for widespread adoption.

Applied Spectroscopy 75(9)

The availability of the mid-IR femtosecond oscillators,
such as optical parametric generators (OPG) and optical
parametric oscillators (OPO), introduced new options for
broadband coherent mid-IR sources. The light emission in
OPG and OPO-based frequency combs is based on non-
linear parametric optical frequency conversion of the inci-
dent beam into output beams of lower frequency
determined by the phase matching condition. Discrete fre-
quency modulation combs have been successfully demon-
strated as efficient chip-scale devices with low power
consumption.'**""*2 With wide bandwidth, wavelength-
independent spectral resolution, and high incident flux,
these sources proved to have substantial advantages over
traditional thermal emitters allowing for reasonable acqui-
sition times, as well as better sensitivity and reso-
lution.'*>'>* However, their high cost has not yet made
them practical for applications outside of fundamental
research. Another limiting factor in the extensive accept-
ance of this technology is the shot-noise dominated per-
formance of the sources in the IR regime. For imaging
applications with reasonable S/N requirements, the choice
of sources remains a pre-eminent challenge. An alternative
to frequency combs are wide coherent mid-IR superconti-
nuum sources that are based on pumped dispersion-
engineered fibers, so that strong nonlinear interactions
produce broadband output with high brightness and low
output noise.'*>™'*” Semiconductor laser sources such as
vertical cavity surface-emitting lasers (VCSELs), which are
coherent sources with high S/N, offer unprecedented
advantages of low power consumption, narrow linewidth,
single-fundamental-mode, and high wavelength tunabili'cy.I58
Initially limited to near-IR wavelengths, recent studies have
extended spectral emissions to longer wavelengths, up to
over 5um, with a high beam quality and a significantly
higher power output up to 6.7 W."*’ However, commer-
cial-grade VCSELs are not yet available in the mid-IR wave-
length range, but the increasing need for compact, portable,
and affordable gas sensors is spurring demand for energy-
efficient semiconductor sources of mid-IR light.'®°
Invention of VCSELs in the mid-IR range with continuous
and pulsed mode operation is a significant step with the
possibility of covering the molecular fingerprint region.
Intrinsically, low-powered, portable, and inexpensive
VCSEL-based chemical imaging systems offer a great poten-
tial for deployable microscopes in the future.

The recent advances in band-structure engineering of
semiconductor lasers have advanced IR microscopy with
the emergence of interband cascade lasers (ICL) and
QCLs that are composed of a repeated stack of multiple
quantum well heterostructures. As opposed to a diode
laser in which the transitions occur between the conduc-
tion band and valence band of the semiconductor material,
the emission is achieved through the use of interband or
intersubband lasing transitions. ICLs are based on hybrid
alloy substrates such as InAs, GaSb, AlSb, which are very
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promising for compact and low power consumption appli-
cations in the 3—6 um spectral range.'®"'®? Alternatively,
QClLs are based on llI-V semiconductors and their alloys,
such as GaAs—AlGaAs and InGaAs—InAlAs—InP, and utilize
epitaxially grown quantum wells that contain electrons in
lasing states. The above-mentioned lasers can be built in
either a simple distributed feedback (DFB) configuration
or an external cavity (EC) configuration with wide-tuning
range capability. Very similar to the Fabry—Perot lasers in
their operation, a DFB design uses a waveguide in combin-
ation with a distributed Bragg reflector (DBR) that forces
single mode operation of the laser and exhibits a narrow
emission linewidth. The DFB arrays provide the most
widely tunable lasers,'®® but the coupler losses increase
with the number of DBR lasers and there is a trade-off
between the tuning range and the output power.'®*
Alternatively, through insertion of the wavelength selective
elements such as an external grating in the laser cavity, the
EC configuration permits operation in a single mode, which
is not as sensitive to temperature variations. By careful
engineering and design of the quantum well depths during
the fabrication process, lasing can be achieved at wave-
lengths as short as 2.75um'¢>'®® and as long as
161 um,'®” with predominant interest concentrated in the
mid-IR (3.5-12.8 um) region of the spectrum. Frequency-
selective optical feedback is obtained through diffraction
gratings in either the Littrow'®® or Littman—Metcalf'¢® con-
figurations, which allows ECLs to achieve narrow linewidth
and remarkable tunability.'”® With numerous advantages
ranging from broad wavelength tunability, extreme narrow
single mode operation, and spectral range extending
between 5 and 24 um, EC-QCLs are an ideal source for
mid-IR imaging systems. The majority of new DFIR micro-
scope designs rely on the EC-QCL. These QCLs have single
mode emission and allow broad tunability with high spectral
resolution, opening up a wide range of possibilities for fast
and highly customized imaging applications."'>2 The de facto
standard today is four QCL modules multiplexed together
as a single turnkey system, in order to cover the full bio-
chemical fingerprint region spanning from 800 to
1900 cm ™. It is a vital spectral regime for biological analysis
and allows chemical identification and examination of com-
plex tissues and heterogeneous samples.*'”""'”? The laser
beam characteristics, including the intensity profile, diver-
gence, and coherence, are important features to keep in
mind during the selection process.

Unlike thermal emitters such as globars, QCL sources
are intrinsically polarized and are coupled with high inten-
sity illumination, making them an effective candidate for
spectroscopic polarimetry'’>'”* and vibrational circular
dichroism'”® applications with high S/N and high spatial
localization measurements. Hence, another performance
merit for lasers, specifically for polarization imaging, is the
degree of polarization of the output beam. Additionally, in
many imaging applications, the most important laser beam
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characteristic is the intensity of the output beam, which is
related to the beam power, the cross-sectional area, and
the beam divergence in the sample plane. Usually, a focused
laser beam with a small divergence of ~3 mrad and a high
degree of temporal and spatial coherence is preferable. In
Fig. 3, we characterize an example laser system that com-
prises of four laser modules, covering the wavenumber
range from 780 to 1850cm™' (12.8-5.4 um). Moreover,
hyperspectral measurements require evaluating the optical
performance across the entire spectral regime of interest
as a function of the input beam wavenumber. We display an
example emission spectrum of the laser tuned to
1696 cm ™', as shown in Fig. 3a. It is clear that the laser
exhibits high S/N with the noise floor at —75 dBm, but in
rare cases we measure additional emission at unwanted
frequencies, likely due to inadvertent over-driving of the
laser. Each of the four laser sub-modules within this
system has a spectral tuning range between 200 and
400cm ', as can be seen in Fig. 3b, which shows the
output emission spectral peaks at different tuning positions.
These lasers can be operable in continuous-wave or pulsed
modes with repetition rates of 100 kHz up to 2 MHz and
duty cycles approximately 5% to 30% depending on the
selected configuration, representing pulse widths of ~70
ns. The output emission for a representative IR pulsed
laser is shown in Fig. 3c. In order to evaluate noise and
bandwidth at each tuned wavenumber, a common way of
visualizing the emission across the spectrum is by using a
spectrograph, as shown in Fig. 3d. We can also measure the
full width half-maximum (FWHM) or the spectral linewidth
as acquired and shown in Fig. 3e. The linewidth of each
tuned wavenumber can range from 2cm™' up to almost
4cm™', even within a single laser module. As opposed to
globar sources, which exhibit negligible differences in spec-
tral irradiance, the performance of semiconductor lasers is
often directly affected by manufacturing variance.

The S/N of an imaging system is a crucial figure of merit,
which often has a nonlinear dependence as the square root
of the magnitude of the signal detected and it can be
improved by increasing the input flux or decreasing the
noise in both the source and the detector. Although this
implies that a high laser output power is typically desired, it
has an increased risk of damage to cells or tissues caused by
phototoxicity and thermal damage. Output power and
noise characterization of the QCL is an essential first
step before the optical setup and alignment process.
Figure 3f shows the spectral output power for two different
laser systems, which exhibit a considerable variation
across the entire spectral regime of interest. One way to
mitigate the effect of this variability is to either dynamically
adjust the sensitivity and range of the detection system
accordingly or calibrate the pumping current, pulse rate,
or duty cycle of the laser to normalize the total flux inci-
dent on the sample. Furthermore, different lasers can also
exhibit different levels of pulse-to-pulse variation, which
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Figure 3. (a) Emission spectrum at 1696 cm™'. (b) Power spectral intensity of the four-chip QCL laser acquired at every 20cm™".
(c) IR pulse at 913 cm ™" wavenumber acquired on the oscilloscope using MCT detector. (d) Emission spectra acquired at | cm ™' using an
FT-IR system for the QCL tuned wavenumber. (e) Spectral linewidth variation of the laser across 770 to 1874 cm ™' shows a typical value
of 2cm™". (f) Average output power of two representative QCLs when pulsed at the repetition rate of 1.3 MHz and 5% duty cycle
across the spectral range. (g) S/N ratio of two separate four-chip QCLs as measured across the spectral range.

directly affects the laser output noise and the S/N of the
overall system, as shown in Fig. 3g.

Detector

Infrared detector designs can be broadly divided into two
major categories depending on the mechanism that is used
for converting radiant energy into electric signal. Thermal
detectors, including pyroelectric detectors and silicon bol-
ometers, measure the induced temperature change through
the pyroelectric effect, or with thermoelectric transducer
elements that exhibit the Seebeck effect, respectively.'’®
Photon or quantum detectors operate based on the
photoelectric effect and produce free charge carriers that
change the electrical characteristic of the responsive elem-
ent upon incident illumination.'”” Irrespective of the detec-
tion mechanism, a few specifications are crucial in the
detector choice, namely responsivity, spectral efficiency,
response time, and any thermal constraints in terms of
the operating temperatures. Although thermal detectors
typically exhibit an approximately flat spectral response
that is well suited for most applications, they have longer
response time, typically in milliseconds, and have lower
detectivity, when compared to quantum detectors.
Despite these characteristics, many thermal imaging appli-
cations do not require extremely high responsivity or frame
rates, thus making bolometers that are based on pyroelec-
tric effect ideal for many imaging applications, especially due

to their availability in large formats and their relatively low
cost.'”’

The designs of photon detectors broadly fall under
photoconductive (PC) and photovoltaic (PV) technologies.
Photon detection can be accomplished for both these tech-
nologies either using intrinsic semiconductors, without any
impurities or extrinsic semiconductors that are doped with
controlled impurities. Such detectors that are based on
intrinsic semiconductors usually operate at higher tempera-
tures compared to their extrinsic counterparts, exhibit
higher quantum efficiencies, with fast response time typic-
ally in nanoseconds, and dissipate less power. The most
popular intrinsic PV sensor materials are MCT and indium
antimonide (InSb). The PV technology with intrinsic photo-
excitation consists of the Schottky barriers detector on
silicon, platinum silicide, or gallium indium antimonide
strain layer superlattices (SLS). SLS are fabricated by inten-
tionally introducing small mismatches between the crystal
structures to introduce controlled strain, which theoretic-
ally leads to lower dark current compared to existing
detector technologies.'”®'7? SLS technology shows poten-
tial to allow for detector operation at higher temperatures
and reduce the necessity of the stringent cooling require-
ments,'®® but has yet to achieve that in practice. Extrinsic
photoexcitation is predominantly based on PC technology
and designs often consist of SiGe heterojunctions, impurity
band conduction, and solid-state photomultiplier. A novel
alternative approach using the IlI-V hybrid technology is the
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Figure 4. Development of IR detectors and systems technology that can be considered for principal military and civilian applications is
shown. Four generation systems spanning, (a) the first-generation scanning systems, (b) second-generation staring systems with
integrated system on chip ROIC systems to (c) the third-generation and (d) fourth-generation multispectral large format array systems

are as shown.

AlGaAs multiple quantum wells infrared photodetector
(QWIP),'®" which also promises next-generation detectors
with higher quantum efficiency and operating temperatures.
With improved manufacturability, uniformity, and higher
yield, these QWIP detectors can be fabricated as large
format FPAs at lower cost.'8%'83

Both thermal and photon detectors can be tailored for a
specific wavelength regime in the near-infrared between
0.75 and 1.4 um, shortwave infrared (SWIR) between 1.4
and 3 um, mid-wavelength infrared (MWIR) between 3 and
8 um, or in the long-wavelength infrared (LWIR) between 8
and |5 pm. With the atmospheric water window between 5
and 8 um, instruments are typically purged with dry air to
avoid interference from water vapor absorption. Although
intrinsic germanium and silicon-based photodiodes were
widely used during the 1950s, the low response time and
limited spectral response paved the way for development of
variable band gap semiconductor alloy-based quantum
detectors. Typical materials used for detectors are based
on narrow band gap semiconductors, such as InSb, InGaAs,
GaAs, or MCT. The fundamental properties of narrow-gap
semiconductors include a high optical absorption coeffi-
cient, high electron mobility, and low thermal generation
rate. The unique capability for band gap engineering to suit
the desired spectral range make these hybrid systems ideal
for a wide range of IR detectors. The spectral cut-off wave-
length for a quantum detector in um is calculated as
Ac= 1.24/Eg, where Eg is the band gap energy in eV.

The development of IR detectors and systems was
marked by several crucial technological milestones. The
first-generation detector designs, shown in Fig. 4a, com-
prised of single-element or linear photoconductor arrays
that were incorporated into FT-IR scanning microscopes.
These systems relied on scanning optics and mapped the
sample point by point. While the dark noise and amplifier
noise are unavoidable barriers for all detectors, these IR
detectors were especially affected by thermal and back-
ground noise from the ambient environment. Further
advancement of sensor materials and microelectronics

spurred the development of second-generation IR detector
technologies that were based on photodiodes with inte-
grated detection and readout schemes. This led to the
development of large scanning and staring FPAs,'8* shown
in Fig. 4b, with individual detector elements configured in a
two-dimensional (2D) array. Third-generation systems saw
the development of two-color detectors spanning multiple
spectral bands, as shown in Fig. 4c.'® The 2D array con-
figurations enabled the development of IR imaging systems
with much higher data throughput and broad wavelength
sensitivity. Such arrays were developed as sensor chip
assemblies, bonded to readout integrated circuit (ROIC)
in order to accumulate the pixel-wise photocurrent,
which was routed onto output taps for readout. The
fourth-generation IR detector systems (Fig. 4d) promise
higher pixel sensitivity, format size, integrated efficient cool-
ing technologies combined with on-chip pixel level process-
ing. Collectively, IR sensor development went through
some crucial milestones and design changes since 1970s,
ranging from early single-element sensors to large-format
monolithic FPAs with integrated on-chip signal processing.
A roadmap for IR detector development over the past sev-
eral decades and across technological generations is sum-
marized in Figs. 4a to 4d.

Single-element detectors were initially characterized by
the noise equivalent power (NEP), which is the light inten-
sity that is equivalent to a detector’s noise floor, but the
need to compare different detector technologies and geo-
metries necessitated the normalization to the square root
of the detector area and the electrical bandwidth,'®*'8
leading to the concept of specific detectivity. Specific detec-
tivity (D¥) for a fixed active area (A), bandwidth (Afaw), and
at a specific optical wavelength is defined as D* =
VAAfzw/NEP and is commonly expressed in cm-v/Hz/W.
While D* was well suited for characterizing single-element
detector performance, it was insufficient to fully character-
ize 2D FPA imagers. For example, an LWIR FPA operating
at high background noise with background-limited perform-
ance (BLIP) S/N can have a D* that is numerically lower
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than an SWIR detector having poor S/N relative to the
theoretical limit.'®* Thus, the development of FPA technol-
ogy involved new considerations, including multiple trade-
offs between several key parameters, where, e.g., the
choice of format size and pixel pitch of the ROIC can
greatly affect the sensitivity and noise characteristics of
the instrument.'®*'87!88 EPAs are typically characterized
by their noise equivalent temperature difference (NEAT),
representing the minimum detectable temperature differ-
ence matching the camera’s internal noise, and defined as'®

NEAT = (ranup\/N_w)_I (N

and is a function of the optics transmission spectrum (7),
thermal contrast (C), the ratio of photon noise to the com-
posite FPA noise (nBLIP), and the number of photogener-
ated carriers (N,). The carriers can be represented as
No =NAgtiQp, proportional to the integration time (t;,)
and the photon flux density (Qp) on the effective detector
area (A). As NEAT is inversely proportional to the square
root of the integrated charge, we see an improved per-
formance as we increase the well depth of the sensor.
The sensor noise described by NEAT is directly related
to the operating temperature for various sensor technolo-
gies. Two crucial interlinked parameters affect the final
acquisition time of the detector and hence the FPA per-
formance, namely the single-pixel readout rate, which is
the time required to digitize the signal at each pixel, as
well as the frame transfer rate, which is the total readout
time for an entire 2D array of pixels. The charge handling
capacity of the readout, the trade-offs between integration
time and the frame time, and dark current of the sensitive
material are all major issues limiting the performance of IR
FPAs.'®?

Focal plane array development in the mid-IR has not
kept pace with visible array detectors for obvious reasons
of commercial volume and ease of fabrication. The largest
IR FPAs were often used for ground-based astronomical
telescopes, which include up to a 147-megapixel camera
by Teledyne Imaging Sensors that comprises of 35 individual
arrays, each with 2048 x 2048 pixels.'”® However, these
were typically one-off productions that were cost prohibi-
tive for applications outside of astronomy or defense. FPAs
used for spectroscopic microscopy were typically much
smaller with 128 x 128 pixels. However, advances in detec-
tor technology, readouts, digital electronics, miniaturiza-
tion, and reduced costs of packaging all point to a
ripening of conditions to accelerate the development of
better performing IR array detectors and systems.
Greater availability and selection of size and characteristics
will likely spur new innovations and their use for a segment
of IR imaging. Furthermore, uncooled alternatives are also
showing up in the market. The key trade-off with respect to
uncooled thermal imaging systems is between sensitivity
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and response time. Presently, vanadium oxides microbol-
ometer array is the most prevalent technology, being inex-
pensive and operable at room temperature. Recent
advances in the cooling technologies and multi-band detec-
tors have introduced MEMS-based tunable IR detectors
with voltage-tunable multiband IR FPAs. Furthermore, ver-
tically integrated sensor array hybrid technology with 2D
arrays of indium-bump interconnects to the silicon readout
is a potential solution to significantly increase both, the
charge storage capacity and the dynamic range.'g"I92
Significant efforts in visible detector readout circuits and
improved fabrication has led to larger formats and reduced
fabrication costs. It is likely that these advances will enable
similar gains in IR analytical instruments.

Currently, thermoelectrically cooled MCT detectors
with multiple stages are the most widely used variable
band gap semiconductor alloys for IR photodetectors in
scanning instruments.'®> With band gap energy values as
low as 0.07 eV, high-performance quantum detectors can
be tailored with spectral range spanning up to [8pum.
Specifically, single-element MCT detectors offer good spec-
tral characteristics with D*>2 x 10° across the entire
spectral range from | to 12 um and are ideal for fast read-
out rates and low cost. These sensors can be optically
immersed through monolithic integration with high refract-
ive index microlenses resulting in an increase in effective
optical area of the detector by n or n? for hemispherical and
hyperhemispherical geometries, respectively, where n is the
refractive index of the lens material.'”® For a hyperhemi-
spherical GaAs microlens, this can increase the effective
detector area by almost elevenfold, which improves D*
by one order of magnitude and electrical capacitance by a
factor of two orders of magnitude compared to conven-
tional detectors with equal optical area. The continued
development of higher intensity sources, better electronics
and faster computing will likely see performance improve-
ment of these detectors to match needs in new
applications.

Optics

An optimal integration of the source and detector assem-
blies within a microscopy system is accomplished by select-
ing suitable optics that efficiently relay light from the
source, through the sample, and to the detector. While a
QCL can be adapted to existing IR microscopes with mod-
erate changes, the use of refractive optics requires a com-
prehensive redesign as we approach diffraction-limited
performance. However, the dominant challenge in the
design and fabrication of novel systems is the limited avail-
ability of optics that are both well corrected over a reason-
able FOV and have a flat transmission curve over a broad
wavelength range. The first instances of QCL widefield
designs as described in Figs. Ic and Id used completely
reflective relay optics with stock Schwarzschild objectives,
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Figure 5. Absorbance images of SU-8 photoresist patterned as a
USAF 1951 resolution test target with the Group 5 numeric
shown. A progression of DFIR improvements in resolution over
the recent years include (a) Widefield'*? and (b—d) point-
scanning'*>'*>!%5 design configurations respectively, when
compared to (e) a comparable feature acquired using HD FT-IR.
The scale bar is 40 pum.

which considerably degraded image quality due to the pres-
ence of the central obscuration. For comparison, a wide-
field design with refractive optics described in Fig. |b, using
off-the-shelf spherical mirrors and refractive singlet object-
ive lens, showed significant improvements in performance.
The improvements in resolution of subsequent generations
of DFIR imaging systems, due to better understanding of
these design principles over the years, is shown in Figs. 5a
to 5e. However, these simple stock optics with long focal
lengths and weak focusing power are not effective as the
primary focusing objective for microscopy. Furthermore,
optics with basic curved surfaces inevitably introduce
spherical aberration in the imaging system, which can only
be corrected by using computationally intensive post-
processing techniques.

Selecting refractive optics is the first step toward design-
ing an IR microscope. The effective focal length, the work-
ing distance, the NA, the lens magnification, and the
transmission efficiency across the spectral range are a few
vital specifications that need to be considered. The signal
intensity incident or acquired is directly related to the
square of the lens NA, which is inversely proportional to
the square of the lateral magnification. High NA objectives
are often more difficult to correct for aberrations, resulting
in higher complexity and cost, but they also collect more
light and produce an image that is brighter with higher
resolution. Finite conjugate lens systems are relatively
simple in design, requiring only a few components com-
pared to an infinity-corrected design consisting of both a
compound objective and a multi-element tube lens. With
the migration to infinity-corrected design, a new set of
criteria was necessary to properly correct for optical aber-
rations. Seidel extended the Gaussian theory of rotationally
symmetric lens systems to include monochromatic ray
aberrations, which occur due to the deviation of predicted
performance of an imaging system from paraxial optics, up
to the third order.'”* Most of the current software opti-
mizers correct for the prime third-order aberrations, such
as spherical aberration, coma, astigmatism, curvature of the
field, and distortion, across the FOV while controlling
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sensitivity to manufacturing tolerances. Given the advance-
ments, this area is opportune for innovations to provide
imaging capabilities in the IR that are currently existing in
visible and near-IR regimes. The system can be usually opti-
mized over the desired wavelength range as well as differ-
ent fields, either with respect to the image side or object
side. Usually, wider the operable spectral range and target
FOV, the more the complexity in the design to account for
any deviations. The complexity typically manifests in terms
of the increased number of surfaces, surface geometry
types, such as spherical or aspheric, and different selection
of materials. Regardless, the field of IR microscopy is poised
to move forward from a decade long exclusive focus on all-
reflective optics to better understanding, developing, and
using refractive optics.

Aberration correction is the primary driver of the lens
assembly to be used. Achromatic doublets, using materials
of dissimilar refractive index and dispersion characteristics
in combination, are prevalent for aberration corrections.
The selection of component materials and their optical
properties directly affect the ability of the complete lens
assembly to resolve images across the design FOV and
wavelength range. Furthermore, parameters including
cost, weight, thermal variation of refractive index, and
means of manufacturing must also be considered during
the material selection process. In comparison to the large
variety of glasses usually used in the design of visible
microscopy components, the number of material choices
in the IR regime is significantly reduced. Crystalline mater-
ials such as Ge, Si, zinc selenide, barium fluoride, calcium
fluoride, GaAs, zinc sulfide, and thallium bromoiodide can
be typically fabricated by conventional grinding and polish-
ing or single-point diamond turning. Amorphous chalcogen-
ide glasses that are IR transparent are also available and, in
some cases, can also be fabricated cheaply in bulk through a
molding process. Many of these materials have a very high
refractive index, which necessitates the use of multilayered
anti-reflective coatings to achieve broadband performance.
All of these materials exhibit chromatic dispersion or a
wavelength-dependent refractive index, which is usually
quantified by the Abbe number (V4). The Abbe number is
typically measured in the visible regime using three wave-
lengths 587.6 nm (He d-line), 656.3 nm (H, C-line), and
486.1 nm (H, F-line), as an index difference between the
extreme ends of the spectral region

vd:u )
Ng — N¢

Dispersion is defined at the short and long wavelengths
of interest in the IR, typically at an average wavelength for
the mid-wave (3-5um) and long-wave (8—12pm)
regions.'”” A higher Abbe number indicates a greater
change in the focal length and a lower degree of chromatic
dispersion. Another measure for characterizing the optical
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properties of the IR glasses is the partial dispersion that is
calculated as

Ng — Nyg

P4 3)

_n,:—nc

The Abbe diagram for some common IR compatible
optical glasses and their partial dispersion is shown in
Figs. 6a and 6b, respectively. The design process will often
begin by selecting fictitious materials with refractive index
and Abbe number within the bounds defined by this dia-
gram. Using an iterative strategy, the design can be opti-
mized to a set of real materials that meet the required
refractive index, transmission, and other optical param-
eters. By balancing performance requirements, the design
can be further optimized based on criteria such as effective
focal length and system resolution. For instance, variation in
the spot diameter with respect to the objective incident
angle and the wavelength, for an objective comprising of a
certain Black Diamond-2 (BD-2) glass, can be simulated, as
shown in Fig. 6c. Using tolerance analyses, the variations in
lens parameters can be controlled, while the addition of
adjustable compensators can be used to optimize the
design in a way that minimizes manufacturing complexity
while satisfying performance goals. Stringent tolerance
requirements typically result in substantially higher manu-
facturing costs. A well-designed system is less sensitive to
manufacturing variations and promises a higher cumulative
probability of achieving the predicted performance. In other
words, while the optimizer can predict the likelihood of
successful construction, ultimately the as-built system
must be tested and evaluated against its originally simulated
performance.

This gap between modeling, rapid hardware prototyping,
and manufacturing capacity is a key stumbling block for the
continued development of IR imaging. The manufacturing
complexity of compound lens assemblies, their high cost
due to limited volumes, and difficulty in quality assessment
make widespread availability difficult. Important ideas in

Applied Spectroscopy 75(9)

optical design, such as free-from optics, molded lenses,
and diffractive optics, have been slow to be adopted or
non-existent in use for IR microscopy. This large reservoir
of advances can be used to generate innovative tools that
are accessible to many instrument designers and users.
However, a cycle of applications, design innovations, pro-
totyping, and adoption for better applications will need to
be initiated. At this time, there is growing evidence that
new components and new designs are catalyzing this
cycle. An important aid to progress has been the recent
focus on theoretical frameworks to understand IR imaging
systems that allow a systematic analysis of new ideas, and
performance assessment of systems.

Performance Assessment

A theoretical understanding of light propagation through an
optical system and resulting image formation is necessary
for a rational design of advanced instruments.* With coher-
ent illumination of the object and a linear-time invariant
assumption, a DFIR imaging system is linear in the complex
amplitude field. An example DFIR imaging system can be
analytically described using Fourier optics'*® as a relation
between the optical field or the irradiance pattern of an
object at the image and object planes, and can be mathem-
atically described by

Ui(u,v) = Uo(u,v) ® h(u, v)

F
h(u,v) = H(p,, py)
Gi(px7 py) = Go(px’ py)H(px’ py)

4

where the real image, U(u, v), is the convolution between
the point spread function (PSF) of the system, h(u, v), and
the original object, Up(u, v), and u and v represent position
co-ordinates in the spatial domain in the image plane. The
normalized pupil function is denoted as P(x, y), where x and
y are the spatial co-ordinates in the principal plane of the
imaging system. The equivalent Fourier domain model is
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Figure 6. (a) Abbe diagram for different IR materials as a function of the Abbe number. (b) Partial dispersion variation for different IR
materials as a function of the Abbe number. (c) Variation in the RMS error at the spot diameter with respect to the incident angle on the
objective as a function of the wavelength. Simulation was performed using CODE V.
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simply a multiplication of Go(p,, py) and H(p,, p,), the 2D
FT of the PSF, also known as the amplitude transfer function
of the imaging system; p, and p, are normalized spatial
frequencies in the u and v directions, respectively.
Assuming a diffraction-limited coherent imaging system,
the image intensity or irradiance detected at position (u,
v) is simply the time-averaged value of the square of the
image amplitude field

li(u,v) = (|Ui(u,v)|*) (5)

197,198

For a conventional DFIR microscope, the intensity

at the image plane is given by I, (u, v)

2

u v
om0 = | [ [0~ .y~ )aues] @
Extending this formulation, a confocal DFIR microscope
with a given pupil function can be described by the standard
mathematical model given by the intensity in the detection
plane at position (u, v) by cndu, v) as

4
u v

leonf(u, v) = ‘//M (u, v)hy(u, v)Up (x M y — M)dudv

@)

in which h| and h; are the amplitude PSFs of the illumination
and imaging lenses, also known as the condenser and
objective, respectively, while M represents the total magni-
fication of the system. For an imaging system in epi-illumi-
nation configuration where a single-lens assembly performs
both the illumination and imaging functions, h|(u, v) = h,(u,
v). For a circular pupil function P(x, y)

x2 +y2
D/2
the corresponding coherent transfer function is given as

Vp? +py2)

[4

P(x,y) = circ( (8)

H(py. py) = cirC( )

where p.=D/Af is the spatial cut-off frequency of a per-
fectly coherent imaging system, fis the focal length, and D is
the effective aperture or the entrance pupil diameter. The
understanding of image formation and data recording in the
IR domain is still in its infancy. We anticipate that there is
significant upside to understanding image formation as a
function of spatial structure, (dynamic) properties of con-
stituent materials, and the effects of different optical con-
figurations of the recorded data. Mathematical modeling is
an area of investigation that has direct benefits to the design
of the next generation of instruments, while also presenting
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new opportunities to extend the practice of applied spec-
troscopy beyond structure—property relationships at the
molecular level. As instrumental configurations diversify,
we anticipate that the fidelity of spatial and spectral data
will be more rigorously understood in terms of instrument
design and limitations of the methods of recording data
while opening new avenues that could enable mapping of
molecular dimensions in an imaging format, for example in
understanding the spatial distribution of molecular
chirality.'”®

Optical Resolution and Contrast

Optical resolution for an imaging system is defined as the
minimum resolvable distance between two-point objects in
the sample plane. Understanding the mathematical basis of
image formation is an essential step for comparing the the-
oretical limits of lateral resolution of a conventional and a
confocal microscope. Assuming a circularly symmetric pupil
and a point object, the intensity in lateral and axial direc-
tions for a conventional widefield system is given as

2 . 2
(0. ) o (21'(”) oo (1,0) o (S'"(”/ 4)) (10)
v u/4

where |, is the first-order Bessel function. The normalized
optical co-ordinates in the radial and axial directions are,
respectively, given by u and v as u = 8nvznsin?(a/2) and
v = 2nvrn sin(a), where v= I/, specifies the linear wave-
number, X is the wavelength, n is the refractive index of the
immersion medium, o is the angular aperture, and nsin(o)
denotes the NA or the resolving capability of any lens
system. Note that u and v represent the actual axial distance,
z, and radial distance, r. The FWWHM can be estimated in both
lateral and axial directions by evaluating the value of
upwhm = 1.61 and vpyym=1.16 at which the intensity is
equal to half of the maximum value at u=0 and v=0,
respectively. Theoretically, this can be approximated by

A A
Areony =051 —— Azeopy =089 — ————
NAGb; n— /n?— NAzbj

(1)
where Argprand Azg,,rare the lateral and axial resolutions
for the confocal configuration, respectively. The lateral
optical resolution of all microscopes is primarily deter-
mined by the magnification and the NA of the objective
lens, NA.,, hence they are often prominently marked
with these specifications as, e.g., “20 x /0.5”.

The intensity in lateral and axial directions for a confocal
system is given as follows

4 N
Lenf (0,¥) o (2"5”) leonf(1,0) (S'"(f% )) (12)
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The FWHM can be estimated in both lateral and axial
directions by evaluating the value of upyym=5.57 and
Vewnm =4.01 at which the intensity is equal to half of the
maximum value at u=0 and v=0, respectively. In a con-
focal system, we see a theoretical improvement in optical
resolution by factor of /2 compared to traditional micros-
copy systems in both the axial and radial directions for the
same value of A and NA,,;. It can be approximated as

A
2
n? — NAG,

(13)

A
Areonr = 0.37 ———, Azonr = 0.64
feonf N ,

where Argprand Az, rare the lateral and axial resolutions
for the confocal configuration, respectively. For a confocal
microscope in epi-illumination configuration, the objective
lens performs both illumination and imaging functions. The
effective PSF of the confocal system, described in Eq. 7, is
significantly smaller compared to the conventional system
described in Eq. 6, since it is product of the individual PSFs
of the condenser and the objective lenses.'***% Figures 7a
and 7b compare the lateral and the axial resolutions,
respectively, of the conventional and confocal microscopy
systems. Approximately, the axial resolution can be esti-
mated as twice the lateral resolution of the imaging system.

The theoretical basis for understanding optical reso-
lution of an imaging system can be described in Egs. |1
and 13. The formulation is similar to the definition of reso-
lution for optical microscopy in the context of the diffrac-
tion limit as estimated by the Abbe®®' and Rayleigh202
criteria.

In practice, image contrast and resolution are insepar-
able parameters that can be principally used for character-
izing the spatial resolution of an image.®® It is important to
remember that contrast in IR arises from absorption and is
not constant across the spectrum. This affords an oppor-
tunity to extend the resolving capabilities of IR microscopy
beyond the optical limits that assume a flat or integrated
spectral bandwidth.2**2% Akin to time course measure-
ments for superresolution fluorescence microscopy,>*®2%’
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Figure 7. Variation of (a) radial resolution and (b) axial reso-
lution with the incident wavelength for conventional and confocal
microscope for NA,,;=0.71.
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spectral data offer opportunities for superresolution,”'° but
these have not been practically realized yet.

The modulation transfer function (MTF) is the measure
of a linear, space invariant imaging system’s spatial frequency
response. Although traditionally, MTF has been defined for
incoherent imaging systems as the modulus of the auto-
correlation of the pupil function, H(p,,p,), most optical
design tools specify MTF as a metric for optimization of
the optical systems with coherent sources. Hence, even
though the amplitude coherent transfer function is the cor-
rect metric for optical performance, MTF is still defined and
measured for coherent imaging systems. Especially with
diffraction-limited resolution, it is a good assumption that
helps us in assessing the performance across various
degrees of source coherence. Finally, the effects of both
spatial and temporal coherence on the detected irradiance
is an area that needs further investigation.'' Note that the
complete system MTF of an imaging system is the product
of the MTF of all its individual components, including the

detector and the optics. Mathematically, the MTF of an ideal
211

aberration-free incoherent imaging system” ' with a uni-
formly illuminated circular pupil equals
2 .
MTF = — (¢ — cos ¢ sin d) (14)
T

where cos ¢ =p/p,, and p.=2D/Af is the spatial cut-off

frequency of an incoherent imaging system and
p = /P2 + p2. The detector MTF2'? is given as
MTFy = {sinc(dxpx)sinc(dypy) (15)

where d, and d, are the photosensitive detector sizes. Thus,
at any given wavelength, A, the MTF is determined by the
limits set by the detector size and the system aperture.
The two important limiting regions of operation are
when the MTF is optics-limited, and the other extreme
end is when it is detector-limited. For instance, in the
detector-limited region, changing the f number (f/D) does
not significantly affect the system resolution. Alternatively,
in the optics-limited region, changing the detector size has
negligible effect on the system resolution. The detector-
limited and the optics-limited regions are as shown in
Fig. 8 between 041 <fA/D < I.

The system MTF can be experimentally determined by a
variety of different methods that have been developed over
the past decades. The contrast in a periodic grating pattern
consisting of alternating transparent and opaque bars of
equal width is a standard method to quantify the resolving
power of the imaging system. The contrast of the image is
plotted against the spatial frequency, measured in line pairs
per millimeter (Ip/mm) of the features on the test target.
One such example is the USAF 1951 resolution test target
shown in Figs. 9a and 9b consisting of groups of horizontal
and vertical bars organized in elements of progressively
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Figure 9. Absorbance image of the USAF [95] chrome on glass
negative resolution test target acquired at (a) 1000 cm™' to
determine the spatial frequency resolution and (b) 1600 cm™' of a
representative DFIR system. Corresponding vertical line profiles
of Group 6. All scale bars are 50 um.

decreasing size. By determining the element in the group
where the bars are no longer resolvable, we can specify the
resolution of the imaging system in Ip/mm as 267" # +
(Element # = 1/ Thus, in Fig. 9a, since the Group 7
Element 2 is resolvable, the system resolution is estimated
to be 143.7 Ip/mm or 3.5 pm. Similarly, in Fig. 9b, since the
Group 7 Element 5 is resolvable, the system resolution is
estimated to be 203.2 Ip/mm or 2.5 um. The target was
imaged at two different wavenumbers, 1000cm™' and
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1600cm ™', to demonstrate the effect of the wavenumber
of the incident IR light on the contrast and image quality. As
expected, the resolution varies greatly across the band-
width and improves with increasing wavenumber when
pixel size and optical setup are constant. Furthermore,
we can plot line profiles across the elements of Group 6.

The slanted-edge method®'*?'* is one of the fastest
methods to approximate the spatial frequency resolution
of an imaging system by imaging an edge with a sharp tran-
sition that divides the image area into transparent and
opaque regions. Mathematically, this is equivalent to apply-
ing the Fourier-slice theorem to the projection of the
system’s PSF obtaining a radial slice through the two-
dimensional MTF of the two-dimensional PSE. The MTF
can be computed by taking the magnitude (modulus) of
the FT of the system’s impulse response or the PSF As
shown in Fig. 10a, the pixel intensities at the slanted edge
are projected orthogonally and super-sampled with sub-
pixel resolution, which provides the edge spread function
(ESF). The derivative of measured ESF is the system’s line
spread function (LSF), and the modulus of the FFT of the
LSF is equal to the MTF. The LSF is the line integral of the
PSF, where the FWHM is indicative of the imaging system’s
resolution for a specific wavenumber. The sampling fre-
quency for the ESF should be greater than the Nyquist
frequency of the imaging system, which is defined as the
highest sinusoidal frequency that can be represented
uniquely. Although the slanted-edge method is not based
on any assumptions of rotational symmetry for the 2D PSF
or the estimated MTF, it does require a high-fidelity repre-
sentation of the ESF. For accurate estimation of the MTF for
a system, the target slanted edge should be slightly mis-
aligned, typically between |° and 5° with respect to the
sensing plane or the pixel grid. The MTF of a system
varies across the focal plane, and a test chart with a grid
of rectangles covering the entire FOV can also be used.*'”
But the accuracy of the MTF estimates is highly dependent
on the acquired image edge contrast, the noise levels (S/N)
and the edge orientation angle with respect to the horizon-
tal and vertical directions. For systems showing asymmet-
rical defects, the sagittal and meridional MTFs show a
considerable difference and they can be separately esti-
mated instantaneously?'*2'¢ using commercial targets. By
capturing edges at consecutive different slant angles, this
method can also be extended to reconstruct an approxi-
mate 2D MTF and by applying the inverse Radon trans-
form,2'” the full 2D PSE?'®2%° The estimated resolution
of a representative system with the slanted-edge method
shows the contrast variation with respect to the wavenum-
ber in Fig. 10b.

When characterizing imaging systems that operate over
wide spectral ranges, especially in the IR, and hence have a
wide variation in resolving power, the concept of system
resolution is difficult to estimate. The definition of lateral
resolution for a broad hyperspectral system should be,
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Figure 10. (a) An image of a slanted-edge acquired by a DFIR system is projected orthogonally to generate a super-sampled edge
intensity profile, known as the ESF. The derivative of the ESF is used to compute the LSF. The MTF of the system is derived by taking the
modulus of the Fourier transform of the LSF. (b) MTF of the DFIR system as a function of wavenumber with an estimated resolution of

3.5 um at 800 cm ™.

thus, invoked from a decision theory perspective.”?'?*? It
combines spectral and spatial information to surpass the
classical diffraction barrier limit as posed in the IR regime
by providing sub-micron information that is below the
wavelength of the incident illumination. However, while
comparing the resolution of a hyperspectral imaging
system with a traditional visible imager, the problem
should be formulated from the perspective of the maximum
information capacity??® that is transferable by the imaging
system. We do not recommend the continued use of opti-
cal resolution as a figure of merit for IR imaging as it does
not capture the molecular dependence of the optical
response, the effect of the wide bandwidth and effect of
the contrast within the image. The idea of spatial resolution
is central to application of an imaging system to specific
problems as well as to ideas of performance assessment.
However, it is now clear that a naive adoption of optical
microscopy performance parameters to IR microscopy
cannot capture the full potential of the design of IR micro-
scopes. Specifically in IR, the spectral bandwidth has a direct
effect on the acquisition times and the quality of acquired
data. Hence, we anticipate that efforts into improving spa-
tial imaging capability in the IR region will become even
more active and will involve novel optical designs, consid-
eration of spectral separability as a computationally inher-
ent parameter to the analysis of chemical images and actual
performance of the imaging system.

Aberrations

Real-world optics typically deviate from the theoretical
design performance. As-built performance of the lens
system can be better understood by studying the deviations
from the~ideal design in terms of aberrations. Often, the
real PSF h(u, v) or its FT, i.e., the pupil function, I:I(px, p,) is
used in Eq. 4 to describe the degradation of the image in a

physical system with inherent aberrations. Aberrations
reduce the imaging system performance through the
deformation of the transfer function in both spatial and
frequency domains. The most common primary third-
order optical aberrations are spherical, coma, astigmatism,
Petzval field curvature, and distortion.?%*

Spherical aberration is inherent in simple lenses with
spherical surfaces and results in a divergence of focal dis-
tances between the marginal rays and the paraxial rays.
Aspheric lenses are corrected for this behavior, which
results in a diffraction-limited on-axis spot size, albeit
with increased manufacturing complexity and cost. When
the incident light is off-axis from the principal optical axis,
comatic aberrations are apparent, resulting in a character-
istic comet-like blur, and this is often indicative of a mis-
alignment in the optical system as can be seen in Figs. |1b
to | Ic. Most imaging systems are manufactured to be rota-
tionally symmetric, but deviations due to misalighment or
manufacturing errors can result in asymmetric focal planes
between the sagittal (radial) and tangential rays. Further,
lens systems contain multiple elements to correct for
field curvature, where the focal plane follows a curved sur-
face. Most converging lenses exhibit an out-of-focus blur
toward the edge of the image plane, when the lens is shar-
ply focused on axis, which typically results from an inward
field curvature. As described previously, aberrations can be
optimized by controlling the design parameters, including
the base radii of curvature, departure from the best-fit
sphere, lens thickness, geometrical positioning of element,
and finally, material selection according to transmissivity,
refractive index, and dispersion. In the optical design pro-
cess, it is also important to consider the specific system
requirements and understand the balancing of different
aberrations in order to achieve a design that meets manu-
facturability, cost, and other form-factor restrictions. At
times, it is often necessary for a designer to trade-off, for
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Figure 11. Spot diagram for the 0.71 NA objective at the reference wavelength of 6 um at an objective incident beam angle of (a) 0°,
(b) 5°, and (c) 10°. The image plane is centered at the chief ray and all displacements are listed relative to the chief ray at the reference
wavelength for each field. The diffraction-limited spot size (Airy disk) is shown with diameter equal to 2.44 fA/D, in which fis the focal
length and D is the effective aperture of the lens. Simulation was performed using CODE V.

instance, FOV, for improved resolution. Most notably, in one
special lens type, the fish-eye lens, the design achieves extre-
mely wide FOV in exchange for high distortion that is later
corrected computationally  during post—processing.225
Another significant aberration, distortion, is a class of optical
aberrations in an imaging system that can be measured as the
deviation from the rectilinear projection. For the most
common types of regular geometric distortions, such as pin-
cushion or barrel, since the information is instead remapped
onto a non-uniform grid, post-processing software is widely
used for rectifying the distorted image.”?*?*’ Non-
optical-based distortions can also arise in stage-scanning
modalities, when the true stage position does not match
the target position at a precise time, because of mechanical
uncertainties such as drift, instability, or fly-back.?2%2%°
Finally, in hyperspectral imaging systems that operate
over a wide spectral range, some aberrations reflect a
large variation in the imaging performance of the system.
Hence, it is important to characterize the system aberra-
tions as a function of wavenumber. A commonly encoun-
tered aberration is chromatic dispersion, which results in
variation of the system focal point with respect to the inci-
dent wavenumber. During spectral scanning, this aberration
necessitates a mechanical correction in the working dis-
tance of the objective lens from the sample. With discrete
frequencies that are acquired sequentially, DFIR systems
offer an unparalleled advantage by simplifying the optical
design without the need for a high-end achromatic
system. As shown in Fig. 12a, the chromatic focal shift for
an example 0.72 NA lens is simulated using CODE V for a
design wavelength of 7.8 um=1282cm™". It allows for
large rapid changes in the wavenumber, as the autofocus
algorithm only needs to perform a small range optimization
over a narrowed search space after each tuning command.
The simulated case is compared to the experimentally
determined focal position via an autofocus algorithm
across the system’s tunable spectral range from 800 to
1800cm™'.The deviation that is seen in the true best
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Figure 12. (a) Chromatic focal shift acquired for 0.72 NA BD-2
lens simulated using CODE V for design wavelength of 7.8

um = 1282 cm™' for best focus case and compared to the
acquired data for the spectral range 800—1800 cm™'. (b) Variation
of S/N with respect to integration time shows a nonlinear relation,
dominated by read noise in low-S/N regime and shot noise in a
high S/N regime for two different binning cases, M, = | x and
M, =4x.

focus from the simulated can be ascribed to a larger angular
divergence of the output of the laser chip covering 1600—
1800 cm~'. While we have summarized some of the major
considerations and factors underlying optical image quality
in IR microscopes in this section, understanding the effect
of aberrations and their detailed study is likely to be an
emerging topic for IR microscope design as the diversity
of lenses increases. We anticipate that these will, in turn,
revolutionize DFIR technology with the availability of new
hardware, software, or control strategies to improve spatial
image quality.

Signal-to-Noise Ratio

Noise in an analytical imaging system affects its ability to
detect a particular substance during a specific measure-
ment. The ratio of the power of a signal to the power of
the noise is often defined as the S/N, which is a compact
representation of the information capacity of any imaging
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system. Statistically, for an optical signal intensity, S/N is
defined as the ratio of mean to standard deviation of the
measurement, i.e., S/N = /G, where the expected value of
signal is | and the standard deviation in the signal is ©.
While a modified version of the PSF h(u, v) is sufficient to
describe the transfer characteristics of a real imaging sys-
tems with inherent aberrations, some noise sources are
coupled into the process of image generation, Uq(u, v),
and hence will be acted upon by the transfer function,
h(u,v), while all other spatially variant additive noise
sources are explicitly represented by the term n(u, v).
Thus, the expression for U;(u, v) is modified as

Ui(u,v) = Uy(u,v) ® h(u,v) + n(u, v) (16)

Noise contributions can arise at a number of stages
throughout the imaging system. For instance, at the illumin-
ation stage, the laser pulse-to-pulse fluctuations result in a
dominant temporal contribution, whereas any contribu-
tions at the scanning and detection stages are spatial. An
inherent noise specific to coherent sources is the speckle
pattern, which can be simulated in a coherent imaging
system described in Eq. 4 by applying a random complex
exponential phase term to the object field, i.e., Up(u, v) =
Uo(u, v)e*™, where 8 ~N (u=0, c?).

Infrared imaging systems are intrinsically limited by the
detector noise floor and sensitivity.2®?*'  Previous
work 71230232 has explicitly evaluated the S/N for IR sys-
tems that essentially measure the noise in context of the
thermal detectors. Thermal noise, which varies with tem-
perature fluctuations, is the dominant noise source in ther-
mal detectors. Note that the detector readout techniques
and the FPA architectures (monolithic or hybrid) directly
affect the noise performance of the system. When calculating
overall S/N, all noise sources must be taken into consider-
ation, the three prominent ones being the photon noise,
dark noise, and read noise. Photon noise, also known as
the shot noise, arises from the inherent statistical fluctu-
ations in the arrival rate of the incident photons and can
be calculated as M,nPt, in which P is the photon flux.
Flicker noise is another type of electronic noise that is
found in all active electronic devices and is caused by impu-
rities in conductive channel, generation, and recombination
noise in transistors. It is a low-frequency noise and is asso-
ciated with a |/f power spectral density. The S/N for a quan-
tum detector can, thus, be estimated by Eq. |7, where noise
is a quadratic sum of shot noise, readout noise, and the dark
noise. Since the temperature fluctuation noise and the flicker
noise are low compared to the photon noise and other noise
sources, the equation can be summarized as

_ M,nPt
~ /Mn(P+B)t+ Dt + N2

SNR (17)
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where N, is the read noise, which is inherent to the process
of converting the charge carrier into a voltage signal. The
efficiency of this process is quantified by 1 and the integra-
tion time is denoted as t. The dark noise is D, the thermally
generated photon count in the absence of any incident illu-
mination, which is affected by the detector temperature
and can be reduced further by cooling the substrate in
many high-end systems. The noise floor is denoted by the
background noise as B. Additionally, noise levels can be
reduced through multiple measurements, often by aver-
aging adjacent pixels to improve the S/N, where M, repre-
sents the number of binned pixels. Under low-light
conditions, when the read noise is greater than photon
noise, the signal is considered to be read-noise limited, as
shown in Fig. 12b. The exposure time can be increased to
collect more photons and increase S/N, until a point is
reached at which photon noise exceeds both read noise
and dark noise. Above this exposure time, the image is said
to be photon-noise limited. The two limitations specific to
the performance of IR detectors are the temperature fluc-
tuation noise and background fluctuation noise, which is
determined by the photon shot noise. 323

In any photon-noise limited system, a trade-off exists
between (spatial, temporal, and spectral) resolution and
S/N since the acquisition bins or times can be increased
to perform signal averaging. Additionally, techniques such
as compressed sensing can be used to acquire data at higher
spatial frequencies resulting in images with finer spatial
resolution but restricted S/N. A 100% line, which charac-
terizes the spectral response of an instrument without a
sample, is often used to estimate the noise in FT-IR spec-
trometers by calculating the ratio of two successive back-
ground spectra taken under identical conditions. In
principle, the result is a flat line at 0% absorbance (100%
transmission) and is a good indicator of the spectrum-to-
spectrum consistency as well as the system spectral noise.
Notably, the distribution of the averaged signal and the time
period over which the 100% line is calculated also affects
this analysis. As experimentally measured in Fig. 13a, the
100% line for the linear array and FPA-based FT-IR imaging
spectrometers generally exhibit lower noise than the rep-
resentative QCL-based widefield DFIR instrument. The
advantages of an FT-IR instrument such as multiplexed
measurements, thermal source stability and spectrally
matched optical components and detector in terms of
both throughput and capacity to the source, are well estab-
lished. Taken altogether, they all serve to counter the
unique advantages of a DFIR system, which hinge on the
availability of a laser source with high spectral intensity as
compared to a thermal source. Thus, we emphasize here
that a complete design, choice of components and their
careful matching leads to optimal performance.
Comparison of instruments based on the strength of a
single hardware component is not prudent. Similarly, a
combined analysis of both the spectral and spatial
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Figure 13. Comparison of the noise characteristics of IR imaging spectrometers. (a) Spatial RMS noise calculated using spatial variance
of recorded data at each band in a hyperspectral image of a representative widefield DFIR and commercial FT-IR imaging systems. (b)
100% spectral lines from a single-pixel under typical experimental conditions and the corresponding FPA noise floor. Reproduced with
permission from the Yeh et al.'*? Copyright 2014 American Chemical Society. (c) Spatial RMS noise calculated using spatial variance of
recorded data at each band in a hyperspectral image of a representative DFIR point-scanning and commercial FT-IR imaging systems. (d)
100% spectral lines from a single-pixel under typical experimental conditions and the detector noise floor. Reproduced with permission

from Yeh et al.'*® Copyright 2019 American Chemical Society.

performance should be undertaken to characterize a DFIR
imaging system.

Noise in the 100% line can be safely assumed to be the
analytical noise at any wavenumber in a DFIR spectrometer
as each spectral point contributes to the noise at every
spatial location. Thus, temporal variance at a wavenumber
is the primary driver of noise, manifest in the spatial and
spectral domains. Unlike FT-IR spectrometers where the FT
explicitly relates spectral and temporal noise of the source,
DFIR sources can present noise that varies across the spec-
trum. Given that most widely tunable QCL systems are
composed of multiple chips, uniform performance across
their bandwidths and consistency across the changeovers
in both signal and noise is not guaranteed. Sensor non-
uniformity of the staring array provides a spatial noise for
widefield FT-IR imaging systems, which is also present in
widefield DFIR systems but not in point detection systems.
We did not observe an effect of shot noise, as shown by the
root mean square (RMS) absorbance for each wavenumber
in Fig. 13b, but it will become a crucial factor as more
sensitive measurements are made. A scanning DFIR point-
detection system has various sources of noise, mainly spec-
tral noise and other minor contributions arising from

variations in the image, focusing, and spatial noise contri-
butions arising from errors in stage motion. With matched
optical design and careful system optimization, the total
noise in a DFIR scanning system has been shown to be
lower than that measured by a commercial FT-IR imaging
spectrometer, as shown in Fig. 13c. This is an important
comparison as FT instruments obviated scanning mono-
chromators that used the same source, whereas the
higher intensity of the QCL provides a competitive
system if properly designed to take maximum advantage
of the intrinsic characteristics of the laser source.
Similarly, the RMS noise of each band for similar fields of
view is shown in Fig. 13d. As in the previous case, the
spectral noise for FT-IR instrument is constant and coupled
to the temporal noise. However, noise contributions from
water vapor lines fluctuations between 1300 to 2000 cm ™'
and from the detector, below 1000 cm™', which is closer to
the detector’s spectral cut-off, tend to increase the spatial
noise in both the cases. Just as standardized morphologies
such as USAF resolution test chart, star, and line grating
targets are used for spatial quality assessment, we urge the
use of objective spectral performance using 100% lines,
while specifying the optical configuration and experimental
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conditions, to compare and quantify the performance of IR
imaging systems.

Conclusion

In this review, we have summarized how resolution, aber-
rations, and S/N performance metrics can be used to val-
idate current DFIR imaging system designs. When
compared to the visual domain systems that are currently
in use, DFIR systems are early in their development life-
cycle and we expect to see more variants than the few
available today. As technology progresses, we will need to
incorporate additional metrics and procedures. For
instance, a set of instruments may include laser scanning
capabilities, which will necessitate measurements that can
quantify image distortions over an FOV. Other potential
techniques such as structured illumination and spatial
modulation will similarly require specialized characteriza-
tion methods. There are also application-specific consider-
ations, such as for tissue classification tasks that users may
wish to define spectral distance functions that further char-
acterize the spectral separability potential of an instrument.
Additionally, there are human operator and commercial
vendor considerations which might affect performance.
Finally, temporal variation should be considered as it is
common for systems to evolve in time due to environmen-
tal changes, such as temperature and humidity. With a com-
prehensive description of the hardware and operational
details, significant factors for comparison of imaging per-
formance, and discussion of various experimental variables,
these collated insights should prove useful in understanding
imaging systems.

The last decade has seen the emergence and advance-
ments in the performance of DFIR microscopy, which have
been possible because of key factors, namely, the develop-
ment and prevalence of high-speed, high-performance IR
detectors?®® and high-powered, widely tunable QCL
arrays. Additionally, with purpose-driven instrument
design, including new optics, electronics, and control
schemes, new DFIR imaging systems have demonstrated a
considerable improvement in image quality while achieving
a reduction in acquisition times. The technology has pushed
IR spectroscopic imaging beyond previously foreseeable
limits, while mathematical modeling, simulations, and ana-
lytical methods have improved our understanding of the
acquired data. There are several factors that portend
advances in IR imaging. Algorithmic inference coupled
with rigorous mathematical models is now allowing a
better understanding of the physics of image formation
and effect of optical components. Co-design of hardware
and software is enabling improvements in terms of faster
image acquisition at higher quality. However, IR microscopy
is still hindered by the selection and availability of compo-
nents designed specifically for the mid- to far-IR spectral
range, including optics, sources, and detectors. Advances in
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manufacturing and prototyping across a range of industries
will continue to make new capabilities more accessible. Due
to this wide wavelength regime, use of the diversity of these
technologies typically requires systematic component selec-
tion considerations and affords new opportunities for
innovation by optimizing designs for particular performance
needs. With a clear understanding of these considerations
and their interplay, as summarized in this manuscript, the
development and the miscellany of new IR spectroscopic
instruments can lead to newer applications and greater
understanding of structure—property relationships that
are central to applied spectroscopy.
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